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Chapter 1

Normed Space: Examples

uÕ�nñ�,���3À�
°[¼Î���B���

Á¶-%Ûn.

Generally speaking, in functional analysis we study infinite dimensional vector spaces of functions and
the linear operators between them by analytic methods. This chapter is of preparatory nature. First, we
use Zorn’s lemma to prove there is always a basis for any vector space. It fills up a gap in elementary
linear algebra where the proof was only given for finite dimensional vector spaces. The inadequacy of
this notion of basis for infinite dimensional spaces motivates the introduction of analysis to the study of
function spaces. Second, we discuss three basic inequalities, namely, Young’s, Hölder’s, and Minkowski’s
inequalities. We establish Young’s inequality by elementary means, use it to deduce Hölder’s inequality,
and in term use Hölder’s inequality to prove Minkowski’s inequality. The latter will be used to intro-
duce norms on some common vector spaces. As you will see, these spaces form our principal examples
throughout this book.

1.1 Vector Spaces of Functions

Recall that a vector space is over a field F. Throughout this book it is always assumed this field is either
the real field R or the complex field C. In the following F stands for R or C.

It is true that many vector spaces can be viewed as vector spaces of functions. To describe this unified
point of view, let S be a non-empty set and denote the collection of all functions from S to F by F (S). It
is routine to check that F (S) forms a vector space over F under the obvious rules of addition and scalar
multiplication for functions: For f, g ∈ F (S) and α ∈ F,

(f + g)(p) ≡ f(p) + g(p), (αf)(p) ≡ αf(p).

In fact, these algebraic operations are inherited from the target F.

First, take S = {p1, · · · , pn} a set consisting of n many elements. Every function f ∈ F (S) is uniquely
determined by its values at p1, · · · , pn, so f can be identified with the n-triple (f(p1), · · · , f(pn)). It
is easy to see that F ({p1, · · · , pn}) is linearly isomorphic to Fn. More precisely, the mapping f 7→
(f(p1), · · · , f(pn)) is a linear bijection between F ({p1, · · · , pn}) and Fn.

Second, take S = {p1, p2, · · · }. As above, any f ∈ F (S) can be identified with the sequence
(f(p1), f(p2), f(p3) · · · ). The vector space F ({pj}∞j=1) may be called the space of sequences over F.

Finally, taking S = [0, 1], F ([0, 1]) consists of all F-valued functions.

The vector spaces we are going to encounter are mostly these spaces and their subspaces.
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6 CHAPTER 1. NORMED SPACE: EXAMPLES

1.2 Zorn’s Lemma

In linear algebra, it was pointed out that every vector space has a basis no matter it is of finite or infinite
dimension, but the proof was only given in the finite dimensional case. Here we provide a proof of the
general case. The proof depends critically on Zorn’s lemma, an assertion equivalent to the axiom of
choice.

To formulate Zorn’s lemma, we need to consider a partial order on a set.

A relation ≤ on a non-empty set X is called a partial order on X if it satisfies

(PO1) x ≤ x, ∀x ∈ X;

(PO2) x ≤ y and y ≤ x implies x = y.

(PO3) x ≤ y, y ≤ z implies x ≤ z.

The pair (X,≤) is called a partially ordered set or a poset for short. A non-empty subset Y of
X is called a chain or a totally ordered set if for any two y1, y2 ∈ Y , either y1 ≤ y2 or y2 ≤ y1 holds.
In other words, every pair of elements in Y are related. An upper bound of a non-empty subset Y of
X is an element u, which may or may not be in Y , such that y ≤ u for all y ∈ Y . Finally, a maximal
element of (X,≤) is an element z in X such that z ≤ x implies z = x.

Example 1.1. Let S be a set and consider X = P(S), the power set of S. It is clear that the relation
“set inclusion” A ⊂ B is a partial order on P(S). It has a unique maximal element given by S itself.

Example 1.2. Let X = R2 and define x ≺ y if and only if x1 ≤ y1 and x2 ≤ y2. For instance,
(−1, 5) ≺ (0, 8) but (−2, 3) and (35,−1) are unrelated. Then (X,≺) forms a poset without any maximal
element.

Zorn’s Lemma. Let (X,≤) be a poset. If every chain in X has an upper bound, then X has at least
one maximal element.

Although called a lemma by historical reason, Zorn’s lemma, a constituent in the Zermelo-Fraenkel set
theory, is an axiom in nature. It is equivalent to the axiom of choice as well as the Hausdorff maximality
principle. You may look up Hewitt-Stromberg’s “Real and Abstract Analysis” for further information.
A readable account on this “lemma” can also be found in Wikipedia.

1.3 Existence of Basis

As a standard application of Zorn’s lemma, we show there is a basis in any vector space. To refresh your
memory, let’s recall that a subset S in a vector space X is called a linearly independent set if any finite
number of vectors in S are linearly independent. In other words, letting {x1, · · · , xn} be any subset of S,
if α1x1 + · · ·+αnxn = 0 for some scalars αi, i = 1, · · · , n, then αi = 0 for all i. On the other hand, given
any subset S, denote all linear combinations of vectors from S by 〈S〉. It is easy to check that 〈S〉 forms
a subspace of X called the subspace spanned by S. A subset S is called a spanning set of X if 〈S〉 is
X, and it is called a basis of X if it is also a linearly independent spanning set. When X admits a finite
spanning set, it has a basis consisting of finitely many vectors. Moreover, all bases have the same number
of vectors and we call this number the dimension of the space X. The space X is of infinite dimension if
it does not have a finite spanning set.

Theorem 1.1. Every non-zero vector space has a basis.

This basis is sometimes called a Hamel basis.

Proof. Let X be the set of all linearly independent subsets of a given vector space V . Since V is non-zero,
X is a non-empty set. Clearly the set inclusion ⊂ makes it into a poset. To apply Zorn’s lemma, let’s
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verify that every chain in it has an upper bound. Let Y be a chain in X , consider the following subset of
V ,

S =
⋃
C∈Y

C.

We claim that (i) S ∈ X , that’s, S is a linearly independent set, (ii) C ⊂ S, ∀C ∈ Y, that’s, S is an
upper bound of Y. Since (ii) is obvious, it is sufficient to verify (i).

To this end, pick v1, · · · , vn ∈ S. By definition, we can find C1, · · · , Cn in Y such that v1 ∈
C1, · · · , vn ∈ Cn. As Y is a chain, C1, · · · , Cn satisfy Ci ⊂ Cj or Cj ⊂ Ci for any i, j. After rear-
ranging the indices, one may assume C1 ⊂ C2 ⊂ · · · ⊂ Cn, and so {v1, · · · , vn} ⊂ Cn. Since Cn is a
linearly independent set, {v1, · · · , vn} is linearly independent. This shows that S is a linearly independent
set.

After showing that every chain in X has an upper bound, we appeal to Zorn’s lemma to conclude
that X has a maximal element B. We claim that B is a basis for V . For, first of all, B belonging to X
means that B is a linearly independent set. To show that it spans V , we pick v ∈ V . Suppose v does

not belong to 〈B〉, so v is independent from all vectors in B. But then the set B̃ = B ∪ {v} is a linearly
independent set which contains B as its proper subset, contradicting the maximality of B. We conclude
that 〈B〉 = V , so B forms a basis of V .

The following example may help you in understanding the proof of Theorem 1.1.

Example 1.3. Consider the power set of R3 which is partially ordered by set inclusion. Let X be the
subset of all linearly independent sets in R3. Then

Y1 ≡
{
{(1, 0, 0)}, {(1, 0, 0), (1, 1, 0)}, {(1, 0, 0), (1, 1, 0), (0, 0,−3)}

}
and

Y2 ≡
{
{(1, 3, 5), (2, 4, 6)}, {(1, 3, 5), (2, 4, 6), (1, 0, 0)}

}
are chains but

Y3 ≡
{
{(1, 0, 0)}, {(1, 0, 0), (0, 1, 0)}, {(1, 0, 0), (0,−2, 0), (0, 0, 1)}

}
is not a chain in X .

For a finite dimensional vector space, it is relatively easy to find an explicit basis, and bases are used in
many occasions such as in the determination of the dimension of the vector space and in the representation
of a linear operator as a matrix. However, in contrast, the existence of a basis in infinite dimensional
space is proved via a non-constructive argument. It is not easy to write down a basis. For example,
consider the space of sequences S ≡ {x = (x1, x2, · · · , xn · · · ) : xi ∈ F}. Letting ej = (0, · · · , 1, · · · )
where “1” appears in the j-th place, it is tempting from the formula x =

∑∞
j=1 xjej to assert that {ej}∞1

forms a basis for S. But, this is not true. Why? It is because infinite sums are not linear combinations.
Indeed, one cannot talk about infinite sums in a vector space as there is no means to measure convergence.
According to Theorem 1.1, however, there is a rather mysterious basis. In general, a non-explicit basis
is difficult to work with, and thus lessens its importance in the study of infinite dimensional spaces.
To proceed further, analytical structures will be added to vector spaces. Later, we will see that for a
reasonably nice infinite dimensional vector space, any basis must consist of uncountably many vectors
(see Proposition 4.14). Suitable generalizations of this notion are needed. For an infinite dimensional
normed space, one may introduce the so-called Schauder basis as a replacement. For a complete inner
product spaces (a Hilbert space), an even more useful notion, a complete orthonormal set, will be much
more useful.

Mathematics is a deductive science. A limited number of axioms is needed to build up the tower of
mathematics, and Zorn’s lemma is one of them. We will encounter this lemma again in later chapters.
You may also google for more of its applications.

1.4 Three Inequalities

Now we come to Young’s, Hölder’s and Minkowski’s inequalities.
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Two positive numbers p and q are conjugate if 1/p+1/q = 1. Notice that they must be greater than
one and q approaches infinity as p approaches 1. In the following paragraphs q is always conjugate to p.

Proposition 1.2 (Young’s Inequality). For any a, b > 0 and p > 1,

ab ≤ ap

p
+
bq

q
,

and equality holds if and only if ap = bq.

Proof. Consider the function

ϕ(x) =
xp

p
+

1

q
− x, x ∈ (0,∞).

From the sign of ϕ′(x) = xp−1 − 1 we see that ϕ is strictly decreasing on (0, 1) and strictly increasing on
(1,∞). It follows that x = 1 is the strict minimum of ϕ on (0,∞). So, ϕ(x) ≥ ϕ(1) and equality holds if
and only if x = 1. In other words,

xp

p
+

1

q
− x ≥ 1

p
+

1

q
− 1,

that is ,
xp

p
+

1

q
≥ x.

Letting x = ab/bq, we get the Young’s inequality. Equality holds if and only if ab/bq = 1, i.e., ap = bq.

Proposition 1.3 (Hölder’s Inequality). For a, b ∈ Rn, p > 1,

n∑
k=1

|ak||bk| ≤ ‖a‖p‖b‖q,

where ‖a‖p = (
∑n
k=1 |ak|p)

1
p and ‖b‖q = (

∑n
k=1 |bk|q)

1
q .

Proof. The inequality clearly holds when a = (0, · · · , 0). We may assume a 6= (0, · · · , 0) in the following
proof. By Young’s inequality, for each ε > 0 and k,

|akbk| = |εak||ε−1bk| ≤
εp|ak|p

p
+
ε−q|bk|q

q
.

Thus
n∑
k=1

|ak||bk| = |a1||b1|+ · · · |an||bn|

≤ εp

p

n∑
k=1

|ak|p +
ε−q

q

n∑
k=1

|bk|q

=
εp

p
‖a‖pp +

ε−q

q
‖b‖qq, (1.1)

for any ε > 0. To have the best choice of ε, we minimize the right hand side of this inequality. Taking
derivative of the right hand side of (1.1) as a function of ε, we obtain

εp−1‖a‖pp − ε−q−1‖b‖qq = 0,

that is,

ε =
‖b‖

q
p+q
q

‖a‖
p
p+q
p

.

is the minimum point. (Clearly this function has only one critical point and does not have any maximum.)
Plugging this choice of ε into the inequality yields the Hölder’s inequality after some manipulation.
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Proposition 1.4 (Minkowski’s Inequality). For a, b ∈ Fn and p ≥ 1,

‖a+ b‖p ≤ ‖a‖p + ‖b‖p.

Proof. The inequality clearly holds when p = 1 or ‖a + b‖ = 0. In the following proof we may assume
p > 1 and ‖a+ b‖ > 0. For each k,

|ak + bk|p = |ak + bk||ak + bk|p−1

≤ |ak||ak + bk|p−1 + |bk||ak + bk|p−1. (1.2)

Applying Hölder’s inequality to the two terms on right hand side of (1.2) separately (more precisely,
to the pairs of real vectors (|a1|, · · · , |an|) and (|a1 + b1|p−1, · · · , |an + bn|p−1), and (|b1|, · · · , |bn|) and
(|a1 + b1|p−1, · · · , |an + bn|p−1)), we have

n∑
k=1

|ak + bk|p ≤ ‖a‖p

(
n∑
k=1

|ak + bk|(p−1)q

) 1
q

+ ‖b‖p

(
n∑
k=1

|ak + bk|(p−1)q

) 1
q

= (‖a‖p + ‖b‖p)

(
n∑
k=1

|ak + bk|p
) 1
q

,

and Minkowski’s inequality follows.

Look up Wikipedia for the great mathematician Hermann Minkowski (1864-1909), the best friend
of David Hilbert and a teacher of Albert Einstein, who died unexpectedly at forty-five. The biography
“Hilbert” by C. Reid contains an interesting account on Minkowski and Hilbert.

The last two inequalities allow the following generalization.

Hölder’s Inequality for Sequences. For any two sequences a and b in F, and p > 1,

∞∑
k=1

|ak||bk| ≤ ‖a‖p‖b‖q,

where now the summation in the sums on the right runs from 1 to ∞.

Since the norms ‖a‖p and ‖b‖q are allowed to be zero or infinity, we adopt the convention 0×∞ = 0
in the above inequality.

Minkowski’s Inequality for Sequences. For any two sequences a and b in F and p ≥ 1,

‖a+ b‖p ≤ ‖a‖p + ‖b‖p,

where now the summation in the sums runs from 1 to ∞.

Hölder’s Inequality for Functions. For p > 1 and Riemann integrable functions f and g on [a, b], we
have

∫ b

a

|fg| ≤

(∫ b

a

|f |p
) 1
p
(∫ b

a

|g|q
) 1
q

.

Minkowski’s Inequality for Functions. For p ≥ 1 and Riemann integrable functions f and g on
[a, b], we have
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(∫ b

a

|f + g|p
) 1
p

≤

(∫ b

a

|f |p
) 1
p

+

(∫ b

a

|g|p
) 1
p

,

We leave the proofs of these generalizations as exercises.

1.5 Normed Vector Spaces

Let (X,+, ·) be a vector space over F. A norm on X is a function from X to [0,∞) satisfying the
following three properties: For all x, y ∈ X and α ∈ F,

(N1) ‖x‖ ≥ 0 and “=” holds if and only if x = 0,

(N2) ‖x+ y‖ ≤ ‖x‖+ ‖y‖,

(N3) ‖αx‖ = |α|‖x‖.

The vector space with a norm, (X,+, ·, ‖ ·‖), or (X, ‖ ·‖), or even stripped to a single X when the context
is clear, is called a normed vector space or simply a normed space.

Here are some normed vector spaces.

Example 1.4. (Fn, ‖ · ‖p), 1 ≤ p <∞, where

‖x‖p =

(
n∑
k=1

|xk|p
) 1
p

.

Clearly, (N1) and (N3) hold. According to the Minkowski’s inequality (N2) holds too. When p = 2 and
Fn = Rn or Cn, the norm is called the Euclidean norm or the unitary norm.

Example 1.5. (Fn, ‖ · ‖∞) where
‖x‖∞ = max

k=1,··· ,n
|xk|.

is called the sup-norm.

Example 1.6. Let `p, 1 ≤ p <∞, be the collection of all F-valued sequences x = (x1, x2, · · · ) satisfying

∞∑
k=1

|xk|p <∞.

First of all, from the Minkowski’s inequality for sequences the sum of two sequences in `p belongs to `p.
With the other easily checked properties, `p forms a vector space. The function ‖ · ‖p, i.e.,

‖x‖p =

( ∞∑
k=1

|xk|p
) 1
p

clearly satisfies (N1) and (N3). Moreover, (N2) also holds by Minkowski’s inequality for sequences. Hence
it defines a norm on `p.

Example 1.7. Let `∞ be the collection of all F-valued bounded sequences. Define the sup-norm

‖x‖∞ = sup
k
|xk|.

Clearly `∞ forms a normed vector space over F.
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Example 1.8. Let C[a, b] be the vector space of all continuous functions on the interval [a, b]. For
1 ≤ p <∞, define

‖f‖p =

(∫ b

a

|f(x)|pdx

) 1
p

.

By the Minkowski’s inequality for functions, one sees that (C[a, b], ‖ · ‖p) forms a normed space under
this norm.

Example 1.9. Let B([a, b]) be the vector space of all bounded functions on [a, b]. The sup-norm

‖f‖∞ = sup
x∈[a,b]

|f(x)|

defines a norm on B([a, b]).

Example 1.10. One may have already observed that the normed spaces in Examples 1.5, 1.7 and
1.9 are of the same nature. In fact, let Fb(S) be the vector subspace of F (S) consisting of all bounded
functions from S to F. The sub-norm can be defined on Fb(S) and these examples are special cases
obtained by taking different sets S.

Example 1.11. Any vector subspace of a normed vector space forms a normed vector space under
the same norm. In this way we obtain many many normed vector spaces. Here are some examples:
The space of all convergent sequences, C, the space of all sequences which converges to 0, C0, and
the space of all sequences which have finitely many non-zero terms, C00, are normed subspaces of `∞

under the sup-norm. The space of all continuous functions on [a, b], C[a, b], is an important normed
subspace of B([a, b]). The spaces {f : f(a) = 0, f ∈ C[a, b]}, {f : f is differentiable, f ∈ C[a, b]} and
{f : f is the restriction of a polynomial on [a, b]} are normed subspaces of C[a, b] under the sup-norm.
But the set {f : f(a) = 1, f ∈ C[a, b]} is not a normed space because it is not a subspace.

To accommodate more applications, one needs to replace [a, b] by more general sets in the examples
above. For any closed and bounded subset K in Rn, one may define C(K) to be the collection of all
continuous functions in K. As any continuous function in a closed and bounded set must be bounded
(with its maximum attained at some point), its sup-norm is well-defined. Thus (C(K), ‖ · ‖∞) forms
a normed space. On the other hand, let R be any rectangular box in Rn. We know that Riemann
integration makes sense for bounded, continuous functions in R. Consequently, we may introduce the
normed ‖ · ‖p = (

∫
R
|f |p)1/p to make all bounded, continuous functions in R a normed space. However,

this p-norm does not form a norm on the space of Riemann integrable functions. Which axiom of the
norm is not satisfied?

In addition to Example 10 where new normed spaces are found by restricting to subspaces, there are
two more general ways to obtain them. For any two given normed spaces (X, ‖ · ‖1) and (Y, ‖ · ‖2) the
function ‖(x, y)‖ = ‖x‖1 + ‖y‖2 defines a norm on the product space X × Y and thus makes X × Y
the product normed space. On the other hand, to each subspace of a normed space one may form a
corresponding quotient space and endow it the quotient norm. We will do this in the next chapter.

These examples of normed spaces will be used throughout this book. For simplicity the norm of
the space will usually be suppressed. For instance, Fn always stands for the normed space under the
Euclidean or the unitary norm, `p and `∞ are always under the p-norms and sup-norm respectively and a
single C(K) refers to the space of continuous functions on the closed, bounded set K under the sup-norm.

Exercise 1

1. Find a relation which satisfies (PO1) and (PO2) but not (PO3), and one which satisfies (PO1) and
(PO3) but not (PO2).

2. Let V be a vector space. Two subspaces U and W form a direct sum of V if for every v ∈ V , there
exist unique u ∈ U and w ∈W such that v = u+ w. Show that for every subspace U , there exists
a subspace W so that U and W forms a direct sum of V . Suggestion: Try Zorn’s lemma.
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3. Prove or disprove whether B is a basis for the vector space V in the followings:

(a) V = `1, and B = {ej}∞j=1. (ej is the j−th canonical vector.)

(b) V = C00, and B = {ej}∞j=1. (C00 consists of all sequences with finitely many non-zero terms.)

(c) V = { all continuous functions on [0, 1]}, and B = {xk}∞k=0.

(d) V = { all smooth, 2π-periodic functions}, and B = {1, cosnx, sinnx}∞1 .

4. Determine when equality in Hölder’s inequality (Proposition 1.3) holds. Hint: Keep tracking the
equality sign in the proof of the proposition.

5. Let ϕ be a strictly increasing function on (0,∞) satisfying ϕ(0) = 0. Denote its inverse function by
ψ. Establish the following general form of Young’s inequality: For a, b > 0,

ab ≤
∫ a

0

ϕ(x)dx+

∫ b

0

ψ(x)dx.

6. Prove Hölder’s and Minkowski’s inequalities for sequences stated in §1.4, Chapter 1.

7. Recall that f is Riemann integrable if ∀ε > 0 there exists δ > 0 such that∣∣∣∣∣
∫ b

a

f −R(f, Ṗ )

∣∣∣∣∣ < ε, ∀‖P‖ < δ,

where R(f, Ṗ ) is the Riemann sum. (Notations as in MATH2060.) Use this fact and Propositions
1.3 and 1.4 to prove Hölder’s inequality and Minkowski’s inquality for functions stated in §1.4,
Chapter 1.

8. Apply Hölder’s inequality to establish the following interpolation inequality: ∀a ∈ Rn, p, q ≥ 1,
r = (1− λ)p+ λq, λ ∈ [0, 1],

‖a‖r ≤ ‖a‖1−λp ‖a‖λq .

Then extend this interpolation inequality to functions in C[a, b].

9. Is ‖ · ‖p a norm on the space of all Riemann integrable functions on [a, b]? If not, discuss how to
make all Riemann integrable functions a normed space under this norm. This problem involves the
concept of sets of measure zero. Skip it if you have not learnt it.

10. Let f be a continuously differentiable function on [a, b]. For p ≥ 1, define

‖f‖1,p ≡ ‖f‖p + ‖f ′‖p,

where f ′ is the derivative of f . Show that ‖ · ‖1,p forms a norm on the space C1[a, b] ≡ {f :
f and f ′ are continuous on [a, b]}.

11. Let X × Y be the product space of two normed spaces X and Y . Show that it is also a normed
space under the product norm ‖(x, y)‖ = ‖x‖X + ‖y‖Y .

12. Give an example to show that ‖ · ‖p is not a norm on Fn when n ≥ 2 and p ∈ (0, 1). Note: In fact,
there are reverse Hölder’s and Minkowski’s inequalities when p ∈ (0, 1). Google for them.



Chapter 2

Normed Space: Analytical Aspects
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When a vector space is endowed with a norm, one can talk about the distance between two vectors and
consequently it makes sense to talk about limit, convergence and continuity. The underlying structure
is that of a metric space. We give a brief introduction to metric space in the first section and use
it to discuss three analytical properties of a normed vector space, namely, separability, completeness
and Bolzano-Weierstrass property, in later sections. Emphasis is on how these properties are preserved,
modified or lost when one passes from finite to infinite dimensions.

Our discussion on metric spaces is minimal in order to avoid possible overlap with a course on point
set topology. Chapters 2-4 in Rudin’s “Principles in Mathematical Analysis” on metric spaces contain
more than enough materials for us.

2.1 Normed Space As Metric Space

Let M be a non-empty set. A function d : M ×M 7→ [0,∞) is called a metric on M if ∀p, q, r ∈M

(D1) d(p, q) ≥ 0, and “=” holds if and only if p = q.

(D2) d(p, q) = d(q, p).

(D3) d(p, q) ≤ d(p, r) + d(r, q).

The pair (M,d) is called a metric space.

Notions such as convergence of sequences, Cauchy sequences, continuity of functions,... which we
discussed in R or Rn in Elementary Analysis and Advanced Calculus make sense naturally in a metric
space. To be precise, we have

• Let {pn} be a sequence in (M,d). We call p ∈M the limit of {pn} if for any ε > 0, there exists n0

such that d(pn, p) < ε for all n ≥ n0. Write p = limn→∞ pn or simply pn → p..

• The sequence {pn} is called a Cauchy sequence if for any ε > 0, there exists n0 such that
d(pn, pm) < ε, for all n,m ≥ n0.

• Let f : (M,d) 7→ (N, ρ) where (N, ρ) is another metric space be a function and p0 ∈ M . f is
continuous at p0 if f(p0) = limn→∞ f(pn) whenever limn→∞ pn = p. Alternatively, for any ε > 0, it
is required that there exists δ > 0 such that ρ(f(p), f(p0)) < ε whenever d(p, pn) < δ. f is called a
continuous function on M if it is continuous at every point.

Very often it is more convenient to use the language of topology (open and closed sets) to describe
these concepts. To introduce it let’s denote the metric ball centered at p, {q ∈ M : d(q, p) < r}, by
Br(p). A non-empty subset G of M is called an open set if ∀p ∈ G, there exists a positive r (depending

13
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on p) such that Br(p) ⊂ G. We define the empty set to be an open set. Also the whole M is open
because it contains every ball. It is easy to see that any metric ball BR(p0) is an open set. For, let
p ∈ BR(p0), we claim that Br(p), r = R − d(p, p0), is contained inside BR(p0). This is a consequence
of the triangle inequality (D3): Let q ∈ Br(p), then d(q, p0) ≤ d(q, p) + d(p, p0) < r + d(p, p0) = R, so
q ∈ BR(p0). Roughly speaking, an open set is a set without boundary. A subset E is called a closed
set if its complement M \E is an open set. The empty set is a closed set as its complement is the whole
space. By the same reason M is also closed. So the empty set and the whole space are both open and
closed.

Proposition 2.1. Let (M,d) be a metric space. Then the union of open sets and the intersection of
finitely many open sets are open. The intersection of closed sets and the union of finitely many closed
sets are closed.

Proof. That any countable or uncountable open sets still form an open set comes from definition. As
for finite intersections, let G =

⋂n
k=1Gk where Gk is open. For x ∈ G ⊂ Gk, we can find a metric

ball Brk(x) ⊂ Gk for each k since Gk is open. It follows that the ball Br(x), r = min{r1, r2, · · · , rn} is
contained in G, so G is open.

The assertions on closed sets come from taking complements of the assertions on open sets.

Notice that infinite intersection of open sets may not be open. Let us consider the open intervals
In = (−1/n, 1 + 1/n), n ∈ N in R under the Euclidean metric. Then

⋂
In = [0, 1] which is not open.

Similarly, let {a1, a2, a3, · · · , } be an enumeration of all rational numbers and set Fn = {a1, a2, · · · , an}.
Then each Fn is closed, but

⋃
Fn is the set of all rational numbers which is clearly not closed in R.

To have a better picture about the closed set we introduce the notion of a the limit point of a set.
We call a point p ∈M a limit point of a set E if for all r > 0, Br(x) \ {x}

⋂
E 6= ∅. The limit point is

related to a set, but the limit, although it is also a point, is related to a sequence. They are not the same.
For example, consider the sequence {1, 1

2 ,
1
3 ,

1
4 , · · · }, its limit is clearly 0. If we regard {1, 1

2 ,
1
3 ,

1
4 , · · · } as

a set, 0 is its unique limit point. However, for the sequence {0, 2, 1, 1, 1, · · · }, the limit is 1 but as a set
it has no limit point.

Proposition 2.2. A non-empty set E is closed if and only if it contains all its limit points.

Proof. Let E be a closed set. By definition M \ E is open. If p ∈ M \ E, there exists r such that
Br(p) ⊂ M \ E, ie, Br(p)

⋂
E = ∅. It follows that p cannot be a limit point of E. This shows that any

limit point of E must belong to E.

Conversely, we need to show M \ E is open. Since E already contains all limit points, any point
p ∈ M \ E cannot be a limit point of E. Therefore, there is an r such that Br(p)

⋂
E = ∅, but that

means Br(p) ⊂M \ E, so M \ E is open.

The closure of E, denoted by E, is defined to be the union of E and its limit points. By Proposition
2.1 it is easily shown that E is the smallest closed set containing E, that is, E ⊂ F whenever F is a
closed set containing E.

In terms of the language of open-closed sets (or topology), a sequence {xn} → x can be expressed as,
for each open set G containing x, there exists an n0 such that xn ∈ G for all n ≥ n0.

For f : (M,d) 7→ (N, ρ) where (N, ρ) is another metric space. In terms of topology, we have the
following characterization of continuity:

Proposition 2.3. f : (M,d) 7→ (N, ρ) is continuous if and only if f−1(G) is open for any open G in N .

Proof. Assume on the contrary that there is an open set G in N whose preimage is not open. We can
find some p0 ∈ f−1(G) and pn ∈M \ f−1(G) with {pn} → p0. By continuity, {f(pn)} → f(p0). As G is
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open, there exists some n0 such that f(pn) ∈ G for all n ≥ n0. But this means that f−1(G) contains pn
for all n ≥ n0, contradiction holds. We conclude that f−1(G) must be open when G is open.

On the other hand, suppose f is not continuous, then there exists {pn} → p0 in M but {f(pn)} does
not converge to f(p0). Then there exists ρ > 0 and a subsequence {f(pnj )}, f(pnj ) /∈ Bρ(f(p0)), ∀nj .
As Bρ(f(p0)) is open, f−1(Bρ(f(p0))) is open in M , so there exists n0 such that pn ∈ f−1(Bρ(f(p0))).
But then f(pn) ∈ Bρ(f(po)) for all n ≥ n0, contradiction holds.

Let E be any nonempty subset of (M,d). Then it is clear that (E, d) forms a metric space. It is
called a metric subspace or simply a subspace. As we will see, the subspaces formed by closed subsets
are particularly important since they inherit many properties of M .

Now, let us return to normed spaces. Let (X, ‖ · ‖) be a normed space. Define d(x, y) = ‖x − y‖.
Using (N1)-(N3), it is easy to verify (D1)-(D3) hold for d, so (X, d) becomes a metric space. This metric
is called the induced metric of the norm ‖ · ‖. Of course, there are many metrics which are not induced
by norms. But in functional analysis most metrics are induced in this way. ¿From now on whenever we
have a normed space, we can talk about convergence and continuity implicitly referring to this metric.
The following statements show that the norm and the algebraic operations on the vector spaces interact
nicely with the metric.

Proposition 2.4. Let (X, ‖ · ‖) be a normed space. Then

(a) The norm ‖ · ‖ is a continuous function from X to [0,∞);

(b) Addition, as considered as a map X × X 7→ X, and scalar multiplication, a map F × X 7→ X, are
continuous in X ×X and F×X respectively.

Proof. (a) pn → p means d(pn, p)→ 0. But then ‖pn − p‖ = d(pn, p)→ 0, |‖pn‖ − ‖p‖| ≤ ‖pn − p‖ → 0.

(b) We need to show pn → p and qn → q implies pn + qn → p+ q. This is clear from d(pn + qn, p+ q) =
‖(pn + qn)− (p+ q)‖ ≤ ‖pn − p‖+ ‖qn − q‖ = d(pn, p) + d(qn, q).

For scalar multiplication, need to show αn → α and pn → p implies αnpn → αp. By (a), we have
‖pn‖ → ‖p‖. Hence for ε = 1, there exists some n0 such that |‖pn‖−‖p‖| < 1, or ‖pn‖ ≤ 1 + ‖p‖, for
all n ≥ n0.

d(αnpn, αp) = ‖αnpn − αp‖ = ‖αnpn − αpn + α(pn − p)‖
≤ |αn − α|‖pn‖+ |α|‖pn − p‖
≤ |αn − α|(‖p‖+ 1) + |α|‖pn − p‖
= |αn − α|(‖p‖+ 1) + |α|d(pn, p)→ 0

as n→∞.

As an interesting application of the continuity of norm, we study the equivalence problem for norms.
Consider two norms defined on the same space (X, ‖ · ‖1) and (X, ‖ · ‖2). We call ‖ · ‖2 is stronger than
‖ · ‖1 if there exists C > 0 such that

‖x‖1 ≤ C‖x‖2, ∀x ∈ X.
In particular, it means xn → x in ‖ · ‖2 implies xn → x in ‖ · ‖1. Two norms are equivalent if ‖ · ‖1 is
stronger than ‖ · ‖2 and ‖ · ‖2 is stronger than ‖ · ‖1. In other words, there exists C1, C2 > 0 such that

C1‖x‖2 ≤ ‖x‖1 ≤ C2‖x‖2, ∀x ∈ X.

Example 2.1. On Fn consider the p-metric dp(x, y) = ‖x− y‖p induced from the p-norm (1 ≤ p ≤ ∞).
In a previous exercise we were asked to show all these metrics are equivalent. In fact, this is a general
fact as established by the following result.
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Theorem 2.5. Any two norms on a finite dimensional space are equivalent.

Proof. In the following proof we assume the space is over R. The same arguments work for spaces over
C.

Step 1: Take X = Rn first. It suffices to show that any norm on Rn is equivalent to the Euclidean norm.
Let ‖ · ‖ be a norm on Rn. For x =

∑
αjej , recalling that ‖x‖2 =

√∑
|αj |2, we have

‖x‖ ≤
∑
|αj |‖ej‖ ≤

√∑
|αj |2

√∑
‖ej‖2 = C‖x‖2,

where C = (
∑
j ‖ej‖2)1/2. This shows that ‖ · ‖2 is stronger than ‖ · ‖. To establish the other inequality,

letting ϕ(x) = ‖x‖, from the triangle inequality |ϕ(x)− ϕ(y)| ≤ ‖x− y‖ ≤ C‖x− y‖2 ϕ is a continuous
function with respect to the Euclidean norm. Consider

α ≡ inf{ϕ(x) : x ∈ Rn, ‖x‖2 = 1}.

As the function ϕ is positive on the unit sphere of ‖·‖2, α is a nonnegative number. The second inequality
will come out easily if α is positive. To see this we observe that for every nonzero x ∈ Rn,

0 < α ≤ ϕ(
x

‖x‖2
) =

‖x‖
‖x‖2

,

i.e.,

α‖x‖2 ≤ ‖x‖, ∀x.

To show that α is positive, we use the fact that every continuous function on a closed and bounded
subset of Rn must attain its minimum. Applying it to ϕ and the unit sphere {‖x‖2 = 1}, the infimum α
is attained at some point x0 and so in particular α = ϕ(x0) > 0.

Step 2: For any n dimensional space X, fix a basis {x1, x2, · · · , xn}. For any x ∈ X, we have a unique
representation x =

∑n
k=1 αkxk. The map x 7→ (α1, · · · , αn) is a linear isomorphism from X to Rn. Any

norm ‖ · ‖ on X induces a norm ‖ · ‖̃ on Rn by

‖(α1, · · · , αn)‖̃ = ‖
∑

αkxk‖.

Let ‖ · ‖1 and ‖ · ‖2 be two norms on X and let ‖ · ‖̃1 and ‖ · ‖̃2 be the corresponding norms on Rn. From
Step 1, there exist C1, C2 > 0 such that

C1‖x‖2 = C1‖α‖̃2 ≤ ‖α‖̃1 = ‖x‖1 ≤ C2‖α‖̃2 = C2‖x‖2.

Example 2.2. Consider the norms ‖ · ‖∞ and ‖ · ‖1 on C[a, b]. On one hand, from the obvious estimate

‖f − g‖1 =

∫ b

a

|f − g|(x)dx ≤ (b− a)‖f − g‖∞

we see that ‖ · ‖∞ is stronger than ‖ · ‖1. But they are not equivalent. It is easy to find a sequence of
functions {fn} in C[a, b] which satisfies ‖fn‖∞ = 1 but ‖fn‖1 → 0. Consequently, it is impossible to find
a constant C such that ‖f‖∞ ≤ C‖f‖1 for all f . In other words, ‖ · ‖1 cannot be stronger than ‖ · ‖∞.
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2.2 Separability

There are some important and basic properties of the space of all real numbers which we would like to
study in a general normed space. They are

• Separability

• Completeness

• Bolzano-Weierstrass property.

We study the first item in this section.

As we all know, the rational numbers are dense in the space of all real numbers. The notion of a dense
set makes perfect sense in a metric space. A subset E of (M,d) is a dense set if its closure is the whole
M , or equivalently, for every p ∈M , there exists {pn} in E, pn → p. A metric space is called separable
if it has a countable dense subset.

Thus R is separable because it contains the countable dense subset Q. The following two results show
that there are many separable normed spaces.

Proposition 2.6. The following normed spaces are separable:

(a) (Fn, ‖ · ‖p) (1 ≤ p ≤ ∞),

(b) `p (1 ≤ p <∞),

(c) (C[a, b], ‖ · ‖p) (1 ≤ p ≤ ∞).

Proof. We only prove (c) and leave (a) and (b) to you. For any continuous, real-valued f , given any
ε > 0, by Weierstrass approximation theorem there exists a polynomial p such that ‖f − p‖∞ < ε.
The coefficients of p are real numbers in general, but we can approximate them by rational numbers, so
without loss of generality we may assume its coefficients are rational. The set

E = {p ∈ C[a, b] : p is a polynomial with rational coefficients}

forms a countable, dense subset of (C[a, b], ‖ · ‖∞).

For any finite p, we observe that

‖f‖p = (

∫ b

a

|f(x)|p dx)
1
p ≤ (b− a)

1
p ‖f‖∞.

As for every f , there exists pn ∈ E, ‖pn − f‖∞ → 0, we also have ‖pn − f‖p → 0, so E is also dense in
(C[a, b], ‖ · ‖p).

When the function is complex-valued, simply apply the above result to its real and imaginary parts.

Proposition 2.7. Any subset of a separable metric space is again separable.

Proof. Let Y ⊂ X and E a countable, dense subset of X. Write E = {pk}∞k=1. For each m, B 1
m

(pk) ∩ Y
may or may not be empty. Pick a point pm,k if it is not empty. The collection of all these pm,k points
forms a countable subset S of Y . We claim that it is dense in Y . For, any p ∈ Y , and m > 0, there exists
pk ∈ B 1

m
(p), pk ∈ E by assumption. But then p ∈ B 1

m
(pk) which means B 1

m
(pk)∩ Y 6= ∅. Then we have

pm,k ∈ B 1
m

(pk) and so d(p, pm,k) ≤ d(p, pk) + d(pk, pm,k) < 2/m.

Now we give an example of a non-separable space.

Proposition 2.8. `∞ is not separable.
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Proof. Consider the subset F of `∞ consisting of all sequences of the form (a1, a2, a3, · · · ) where ak = 1 or
0. In view of Proposition 2.7, it suffices to show that F is not separable. First of all, it is an uncountable
set as easily seen from the correspondence

(a1, a2, a3, · · · )↔ 0.a1a2a3 · · · in binary representation of a real number

which maps F onto [0, 1]. For each x, y ∈ F , we have d(x, y) = ‖x− y‖∞ = supk |xk − yk| = 1. It follows
that the balls B1/2(x), x ∈ F, are mutually disjoint. Let E be a dense set in F . By definition there exists
some px ∈ B1/2(x) ∩ E. Since these balls are disjoint, all px are distinct, so {px} forms an uncountable
subset of E. Thus E is also uncountable. We have shown that there are no countable dense subsets in
F , that is, F is not separable.

Can you find more non-separable normed spaces?

2.3 Completeness

A metric space (M,d) is complete if every Cauchy sequence converges. As we all know, R is a complete
metric space.

Proposition 2.9. The following spaces are complete:

(a) (Fn, ‖ · ‖p) (1 ≤ p ≤ ∞),

(b) `p (1 ≤ p ≤ ∞),

(c) (C[a, b], ‖ · ‖∞).

Proof. (a) Let {pk} be a Cauchy sequence in Fn. For pk = (pk1 , · · · , pkn), from

|pkj − plj | ≤ ‖pk − pl‖p

we see that {pkj } is a Cauchy sequence in F for each j = 1, 2, · · · , n. By the completeness of F there exists

pj such that pkj → pj as k →∞ for each j. Given ε > 0, there exists k0 such that

|pkj − pj | ≤ ε, ∀k ≥ k0.

Summing up over j, ‖pk − p‖p < n1/p maxj |pkj − pj | < n1/pε, ∀k ≥ k0, which shows that pk → p ≡
(p1, · · · , pn). We leave the proofs of (b) and (c) to the reader. Note that (c) was a theorem on uniform
convergence in elementary analysis.

But C[a, b] is not complete in the Lp-norm (1 ≤ p <∞). To find a divergent Cauchy sequence we let

ϕn(x) =

 1, x ∈ [−1, 0]
−nx+ 1, x ∈ [0, 1

n ]
0, x ∈ [ 1

n , 1].

and

ϕ(x) =

{
1, x ∈ [−1, 0]
0, x ∈ (0, 1].

It is easy to see that ‖ϕn − ϕ‖p → 0. Therefore,

‖fn − fm‖p ≤ ‖fn − f‖p + ‖fm − f‖p → 0,
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as n,m → ∞, that is, {fn} is a Cauchy sequence in p-norm. To show that it does not converge to a
continuous function let’s assume on the contrary it converges to some continuous f . From

( ∫ 0

−1

|f − ϕ|p
)1/p ≤ ( ∫ 0

−1

|f − ϕn|p
)1/p

+
( ∫ 1

−1

|ϕn − ϕ|p
)1/p → 0,

as n → ∞, we see that f is identical to ϕ on [−1, 0] since both functions are continuous on [−1, 0]. In
particular, f(0) = 1, so by continuity f > 0 on [0, δ] for some positive δ. However, since f and ϕ are
continuous on [δ, 1] by a similar argument as above f is identical to ϕ on [δ, 1], but then g(δ) = ϕ(δ) = 0,
contradiction holds.

Fortunately, one can make any metric space complete by putting in ideal points. In general, a map
f : (M,d) −→ (N, ρ) is called a metric preserving map if ρ(f(x), f(y)) = d(x, y) for all x, y in M .
Note that a metric preserving map is necessarily injective. In some texts the name an isometry is used
instead of a metric preserving map. We prefer to use the former and reserve the latter for a metric

preserving and surjective map. A complete metric space (M̃, d̃) is called the completion of a metric

space (M,d) if there exists an metric preserving map Φ of M into M̃ such that Φ(M) is dense in M̃ .

Theorem 2.10. Every metric space has a completion.

Proof. Let C be the collection of all Cauchy sequences in (M,d). We introduce a relation ∼ on C by
x ∼ y if and only if d(xn, yn)→ 0 as n→∞. It is routine to verify that ∼ is an equivalence relation on

C . Let M̃ = C / ∼ and define a map: M̃ × M̃ 7→ [0,∞) by

d̃(x̃, ỹ) = lim
n→∞

d(xn, yn)

where x = (x1, x2, x3, · · · ) and y = (y1, y2, y3, · · · ) are respective representatives of x̃ and ỹ. We note
that the limit in the definition always exists: For

d(xn, yn) ≤ d(xn, xm) + d(xm, ym) + d(ym, yn)

and, after switching m and n,

|d(xn, yn)− d(xm, ym)| ≤ d(xn, xm) + d(ym, yn).

As x and y are Cauchy sequences, d(xn, xm) and d(ym, yn)→ 0 as n,m→∞, so {d(xn, yn)} is a Cauchy
sequence of real numbers.

Step 1. Well-definedness of d̃. To show that d̃(x̃, ỹ) is independent of their representatives let x ∼ x′ and
y ∼ y′. We have

d(xn, yn) ≤ d(xn, x
′
n) + d(x′n, y

′
n) + d(y′n, yn).

After switching x and x′, and y and y′,

|d(xn, yn)− d(x′n, y
′
n)| ≤ d(xn, x

′
n) + d(yn, y

′
n).

As x ∼ x′ and y ∼ y′, the right hand side of this inequality tends to 0 as n→∞. Hence limn→∞ d(xn, yn) =
limn→∞ d(x′n, y

′
n).

Step 2. d̃ is a metric. This is straightforward and is left as an exercise.

Step 3. Φ is metric preserving and has a dense image in M̃ . More precisely, we need to show that there

is a map Φ : M 7→ M̃ so that d̃(Φ(x),Φ(y)) = d(x, y) and Φ(M) is dense in M̃ .

Given any x in M , the “constant sequence” (x, x, x, · · · ) is clearly a Cauchy sequence. Let x̃ be its

equivalence class in C . Then Φx = x̃ defines a map from M to M̃ . Clearly

d̃(Φ(x),Φ(y)) = lim
n→∞

d(xn, yn) = d(x, y)
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since xn = x and yn = y for all n, so Φ is metric preserving and it is injective in particular.

To show that Φ(M) is dense in M̃ we observe that any x̃ in M̃ is represented by a Cauchy sequence
x = (x1, x2, x3, · · · ). Consider the constant sequence xn = (xn, xn, xn, · · · ) ∈ Φ(M). We have

d̃(x̃, x̃n) = lim
m→∞

d(xm, xn).

Given ε > 0, there exists n0 such that d(xm, xn) < ε/2 for allm,n ≥ n0. Hence d̃(x̃, x̃n) = limm→∞ d(xm, xn) <
ε for n ≥ n0. That is x̃n → x̃ as n→∞, so Φ(M) is dense in M .

Step 4. d̃ is a complete metric on M̃ . Let {x̃n} be a Cauchy sequence in M̃ . As Φ(M) is dense in M̃ , for
each n we can find a ỹn in Φ(M) such that

d̃(x̃n, ỹn) <
1

n
.

So {ỹn} is Cauchy in d̃. Let yn be the point in M so that yn = (yn, yn, yn, · · · ) represents ỹn. Since Φ is

metric preserving and {ỹn} is Cauchy in d̃, {yn} is a Cauchy sequence in M . Let (y1, y2, y3, · · · ) ∈ ỹ in

M̃ . We claim that ỹ = limn→∞ x̃n in M̃ . For, we have

d̃(x̃n, ỹ) ≤ d̃(x̃n, ỹn) + d̃(ỹn, ỹ)

≤ 1

n
+ lim
m→∞

d(yn, ym)→ 0

as n→∞.

The idea of this proof is due to Cantor, who used equivalence classes of Cauchy sequences of ratio-
nal numbers to construct real numbers. Another popular approach for the real number system is by
“Dedekind cut”. See the old book by E. Landau “Foundations of Analysis” for more.

The uniqueness of the completion could be formulated as follows. Let Ψi : (M,d)→ (Mi, di), i = 1, 2,
be two metric preserving maps with dense images. Then the map Ψ2Ψ−1

1 : Ψ1(M1) → M2 can be
extended to be an isometry between M1 and M2. I leave the proof of this fact to you.

When a given metric space is induced from a normed space, it is naturally to ask it is possible to
make the completion into a normed space so that the complete metric is induced by the norm on the
completion. To this question we have a satisfactory answer as stated in the theorem below. You may
also formulate a uniqueness result for the completion of a normed space.

Theorem 2.11. Let (X, ‖ · ‖) be a normed space and X̃ its completion under the induced metric of X.

There is a unique normed space structure on X̃ so that the quotient map x 7−→ x̃ becomes linear and

norm-preserving. Moreover, the metric induced by this norm X̃ is identical to the completion metric.

Proof. We only give the outline of the proof and leave the patient reader to provide all details.

Step 1. Let Φ : X −→ X̃ be the quotient map. As Φ(X) is dense in X̃, for any x̃, ỹ in X̃, we can find
sequences {x̃n}, {ỹn} converging to x̃, ỹ respectively. We define an addition and a scalar multiplication

on X̃ by
x̃+ ỹ ≡ lim

n→∞
Φ(xn + yn),

and
αx̃ ≡ lim

n→∞
Φ(αxn),

where xn and yn are representatives of x̃n and ỹn respectively. You need to establish three things. First,
these operations are well-defined, that’s, they are independent of the representatives. Second, they make
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X̃ into a vector space. Third, the map Φ is linear from X to X̃. (In fact, this follows immediately from
the definitions.)

Step 2. Introduce a map on X̃ by

‖x̃‖ ≡ d̃(x̃, 0).

Then verify the following three facts: First, translational invariance: d̃(x̃ + ỹ, ỹ) = d̃(x̃, 0) for all x̃ and

ỹ. Second, use translational invariance to show that this map really defines a norm on X̃. Third, show
that the metric induced by this norm coincides with the completion metric. This in fact follows from the
definition of the norm.

Step 3. Show that if there is another normed space structure on X̃ so that the quotient map Φ becomes
linear and norm-preserving, then this normed space structure is identical to the one given by Steps 1 and

2. Essentially this follows from the fact that Φ(X) is dense in X̃.

As an immediate application of these results, we let Lp(a, b) be the completion of C[a, b] under the
Lp-norm. We shall call an element in Lp(a, b) an Lp-function, although it makes sense only when the
element is really in C[a, b]. Such terminology is based on another construction in real analysis where we
really identify Lp(a, b) as the function space consisting of Lp-integrable functions. We do not need this
fact in this course.

A complete normed space is called a Banach space. Banach space is one of the fundamental concepts
in functional analysis. Now we know that even a space is not complete, we can make it into a Banach
space. The following nice properties of Banach spaces hold:

• Any closed subspace of a Banach space is a Banach space.

• The product space of two Banach spaces is a Banach space under the product norm.

• For any closed subspace Z of a Banach space X, the quotient space X/Z is a Banach space under
the quotient norm.

We have shown that the spaces Fn, `p(1 ≤ p ≤ ∞), C[a, b] and Lp[a, b], p ∈ [1,∞), are Banach
spaces. In fact, for any metric space X, the space Cb(X) = {f : f is bounded and continuous in X}
forms a Banach space under the sup-norm. For any measure space (X,µ), the space Lp(X,µ) = {f :
f is Lp-integrable} forms a Banach space under the Lp-norm. Finally, without requiring any topology or
integrability on the functions, the space L∞(X) consisting of all bounded functions in a nonempty set X
is a Banach space under the sup-norm.

It is an exercise to show that every subspace in a finite dimensional normed space is closed. Can you
find a non-closed subspace in C[a, b]?

So far we have encountered three types of mathematical structure, namely, those of a vector space, a
metric space and a normed space. How do we identify two spaces from the same structure? Well, first of
all, we view two vector spaces the same if there exists a bijective linear map between them. A bijective
linear map is also called a linear isomorphism. Next, two metric spaces are the same if there exists a
metric preserving bijective map, that is, an isometry, from one to the other. Finally, two normed spaces
are the same if there exists a norm-preserving linear isomorphism from one to the other.

2.4 Sequential Compactness

In the space of real numbers, any bounded sequence has a convergent subsequence. This property is
called the Bolzano-Weierstrass property. In a general setting, it is more convenient to put this concept in
another way. Let E be a subset of the metric space (M,d). E is called sequentially compact if every
sequence in E enjoys the Bolzano-Weierstrass property, that is, it contains a convergent subsequence,
in E. Any sequentially compact set is necessarily a closed set. It is clear that the Bolzano-Weierstrass
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property essentially refers to the fact that the interval [a, b] is sequentially compact in R. The same as in
the case of R, one can show that every closed and bounded set in Rn is sequentially compact. Surprisingly,
this property is a characterization of finite dimensionality.

Theorem 2.12. Any closed ball in a normed space is sequentially compact if and only if the space is of
finite dimension.

Lemma 2.13. Let Y be any proper finite dimensional subspace of the normed space (X, ‖ · ‖). Then for
any x ∈ X \ Y , there exists y0 ∈ Y such that

d ≡ dist(x, Y ) ≡ inf
y∈Y
‖x− y‖ > 0.

is realized at y0.

The distance d is positive because Y is closed due to finite dimensionality and x stays outside Y .

Proof. Let {yk} be a minimizing sequence of the distance, that is, d = limk→∞ ‖x−yk‖. We may assume
‖x− yk‖ ≤ d+ 1, for all k. Then

‖yk‖ ≤ ‖x‖+ ‖yk − x‖ ≤ ‖x‖+ d+ 1,

which means that {yk} is a bounded sequence in Y . Since Y is finite dimensional, it is closed and
Bolzano-Weierstrass property holds in it, there exists a subsequence {ynj} converging to some y0 in Y .
We have d = limnj→∞ ‖x− ynj‖ = ‖x− y0‖, hence y0 realizes the distance between x and Y .

Proof of Theorem 2.12. It suffices to show that the closed unit ball {x ∈ X : ‖x‖ ≤ 1} is not sequentially
compact when X is of infinite dimension.

Let {x1, x2, x3, · · · } be a sequence of linearly independent vectors in X. We are going to construct a
sequence {zn}, zn ∈ 〈x1, x2, · · · , xn〉, ‖zn‖ = 1 satisfying that ‖zn−x‖ ≥ 1, for all x ∈ 〈x1, x2, · · · , xn−1〉,
n ≥ 2.

Set z1 = x1/‖x1‖. For xn /∈ 〈x1, x2, · · · , xn−1〉, n ≥ 2, let yn−1 be the point in 〈x1, x2, · · · , xn−1〉
realizing dist(xn, 〈x1, · · · , xn−1〉). Let

zn =
xn − yn−1

‖xn − yn−1‖
.

Then ‖zn‖ = 1 and, for all y ∈ 〈x1, · · · , xn−1〉,

‖zn − y‖ =
∥∥∥ xn − yn−1

‖xn − yn−1‖
− y
∥∥∥ =

‖xn − y′‖
‖xn − yn−1‖

≥ 1,

where y′ = yn−1 + ‖xn − yn−1‖ y ∈ 〈x1, · · · , xn−1〉, since ‖xn − yn−1‖ ≤ ‖xn − y′‖.

We claim that the bounded sequence {zn} does not have a convergent subsequence. For, if it has, this
subsequence is a Cauchy sequence. Taking ε = 1, we have

‖znk − znj‖ < 1, k, j sufficiently large.

Taking nk > nj , as ‖znk − x‖ ≥ 1, for all x ∈ 〈x1, · · · , xnk−1〉 and znj ∈ 〈x1, · · · , xnk−1〉, we have

‖znk − znj‖ ≥ 1,

contradiction holds. We conclude that the closed unit ball is not sequentially compact in an infinite
dimensional normed space.

Digressing a bit, let x be a point lying outside Y , a proper subspace of the normed space X. A point
in Y realizing the distance from x to Y is called the best approximation from x to Y . It always exists
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when Y is a finite dimensional subspace. However, things change dramatically when the subspace has
infinite dimension. For instance, let Y be the closed subspace of C[−1, 1] given by∫ 0

−1

f(x)dx = 0,

∫ 1

0

f(x)dx = 0, ∀f ∈ Y,

and h a continuous function satisfying∫ 0

−1

h(x)dx = 1,

∫ 1

0

h(x)dx = −1.

One can show that the distance from h to Y is equal to 1, but it is not realized at any point on Y .
You may try to prove this fact or consult chapter 5 of [L]. Later we will see that the best approximation
problem has always a solution when the space X is reflexive.

2.5 Arzela-Ascoli Theorem

From the last section, we know that not all bounded sequences in an infinite dimensional normed space
have convergent subsequences. It is natural to ask what additional conditions are needed to ensure
this property. For the space C[a, b], a complete answer is provided by the Arzela-Ascoli theorem. This
theorem gives a necessary and sufficient condition when a closed and bounded set in C[a, b] is sequentially
compact. In order to have wider applications, we shall work on a more general space C(K), where K is a
closed, bounded subset of Rn, instead of C[a, b]. As every continuous function in K attains its maximum
and minimum, its sup-norm is always finite. It can be shown that C(K) is a separable Banach space
under the sup-norm.

The crux for sequential compactness for continuous functions lies on the notion of equicontinuity. Let
E be a subset of Rn. A subset F of C(E) is equicontinuous if for every ε > 0, there exists some δ such
that

|f(x)− f(y)| < ε, for all f ∈ F , and |x− y| < δ, x, y ∈ E.
Recall that a function is uniformly continuous in E if for each ε > 0, there exists some δ such that
|f(x)− f(y)| < ε whenever |x− y| < δ, x, y ∈ E. So, equicontinuity means that δ can further be chosen
independent of individual functions in F .

There are various ways to show that a family of functions is equicontinuous. A function f defined in
a subset E of Rn is called Hölder continuous if there exists some α ∈ (0, 1) such that

|f(x)− f(y)| ≤ L|x− y|α, for all x, y ∈ E, (2.1)

for some constant L. The number α is called the Hölder exponent. The function is called Lipschitz
continuous if (2.1) holds for α equals to 1. A family of functions F in C(E) is said to satisfy a uni-
form Hölder or Lipschitz condition if all members in F are Hölder continuous with the same α
or Lipschitz continuous and (2.1) holds for the same constant L. Clearly, such F is equicontinuous.
The following situation is commonly encountered in the study of differential equations. The philosophy is
that equicontinuity can be obtained if there is a good, uniform control on the derivatives of functions in F .

Proposition 2.14. Let F be a subset of C(G) where G is a convex set in Rn. Suppose that each member
in F is differentiable and there is a uniform bound on the partial derivatives of the functions in F . Then
F is equicontinuous.

Proof. For, x and y in G, (1− t)x+ ty, t ∈ [0, 1], belongs to G by convexity. Let ψ(t) ≡ f((1− t)x+ ty).
From the mean-value theorem

ψ(1)− ψ(0) = ψ′(t∗)(1− 0), t∗ ∈ [0, 1],
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and the chain rule

ψ′(t) =

n∑
j=1

∂f

∂xj
((1− t)x+ ty)(yj − xj),

we have

|f(y)− f(x)| ≤
∑
j

∣∣ ∂f
∂xj

∣∣|yj − xj | ≤ √nM |y − x|,
where M = sup{|∂f/∂xj(x)| : x ∈ G, j = 1, . . . , n, f ∈ F} after using Cauchy-Schwarz inequality. So

F satisfies a uniform Lipschitz condition with the Lipschitz constant n1/2M .

Theorem 2.15 (Arzela-Ascoli). Let F be a closed set in C(K) where K is a closed and bounded set
in Rn. Then F is sequentially compact if and only if it is bounded and equicontinuous.

A set E is called bounded if there exists M > 0 such that

|f(x)| ≤M, for all f ∈ E and x ∈ K.

In other words, it is a bounded set in the metric induced by the sup-norm. This theorem was proved for
C[a, b] in the end of the nineteenth century by two italian mathematicians, the sufficient part by Ascoli
and the necessary part by Arzela respectively.

We shall need the following useful fact.

Lemma 2.16. Let E be a set in the metric space (X, d). Then

(a) That E is sequentially compact implies that for any ε > 0, there exist finitely many ε-balls covering
E.

(b) Assuming that E is closed and (X, d) is complete, the converse of (a) is true.

Proof. (a) Suppose on the contrary that there exists some ε0 > such that no finite collection of ε0-balls
covers E. For a fixed x1, the ball Bε0(x1) does not cover E, so we can pick x2 /∈ Bε0(x1). As Bε0(x1) and
Bε0(x2) together do not cover E, there is x3 /∈ Bε0(x1)∪Bε0(x2). Continuing this way, we find a sequence
{xn} satisfying xn /∈ Bε0(x1)∪ · · · ∪Bε0(xn−1). In particular, d(xi, xj) ≥ ε0 for distinct i, j, which shows
that {xn} cannot have any convergent subsequence, a contradiction the sequential compactness of E.

(b). Let {xn} be a sequence in E. We may assume that it has infinitely many distinct elements, otherwise
the conclusion is trivial. Since E can be covered by finitely many balls of radius 1, there exists one, say
B1, which contains infinitely many elements of E. Next, as E can be covered by finitely many balls
of radius 1/2, there exists B2 of radius 1/2 so that B1 ∩ B2 contains infinitely many elements of E.
Continuing this we get Bn of radius 1/n such that B1 ∩ B2 · · · ∩ Bn ∩ E is non-empty for all n. Pick
xnj ∈ B1 ∩B2 · · · ∩Bj ∩E with nj−1 < nj . Then {xnj} is a subsequence of {xn} which is also a Cauchy
sequence. As X is complete and E is closed, it is convergent in E. We consider that E is sequentially
compact.

We shall also use the following lemma from elementary analysis.

Lemma 2.17. Let {fn} be a bounded sequence of functions from the countable set {z1, z2, · · · , } to F.
There is a subsequence of {fn}, {gn}, such that {gn(zj)} is convergent for every zj.

Proof. Since {fn(z1)} is a bounded sequence in F, we can extract a subsequence {f1
n} such that {f1

n(z1)}
is convergent. Next, as {f1

n} is bounded, it has a subsequence {f2
n} such that {f2

n(z2)} is convergent.
Keep doing in this way, we obtain sequences {f jn} satisfying (i) {f j+1

n } is a subsequence of {f jn} and
(ii) {f jn(z1)}, {f jn(z2)}, · · · , {f jn(zj)} are convergent. Then the diagonal sequence {gn}, gn = fnn , for all
n ≥ 1, is a subsequence of {fn} which converges at every zj .
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The subsequence selected in this way is sometimes called to Cantor’s diagonal sequence.

Proof of Arzela-Ascoli Theorem.

Assuming boundedness and equicontinuity of F , we would like to show that F is sequentially compact.

Since K is sequentially compact in Rn, by Lemma 2.16, for each j ≥ 1, we can cover K by finitely
many balls D1/j(x

j
1), · · · , D1/j(x

j
K) where the number K depends on j. For any sequence {fn} in F , by

Lemma 2.17, we can pick a subsequence from {fn}, denoted by {gn}, such that {gn(xjk)} is convergent

for each xjk. We claim that {gn} is Cauchy in C(K). For, due to the equicontinuity of F , for every ε > 0,
there exists a δ such that |gn(x)− gn(y)| < ε, whenever |x− y| < δ. Pick j0, 1/j0 < δ. Then for x ∈ K,

there exists xj0k such that |x− xj0k | < 1/j0 < δ,

|gn(x)− gm(x)| ≤ |gn(x)− gn(xj0k )|+ |gn(xj0k )− gm(xj0k )|+ |gm(xj0k )− gm(x)|
< ε+ |gn(xj0k )− gm(xj0k )|+ ε.

As {gn(xj0k )} converges, there exists n0 such that

|gn(xj0k )− gm(xj0k )| < ε, for all n,m ≥ n0. (2.2)

Here n0 depends on xj0k . As there are finitely many xj0k ’s, we can choose some N0 such that (2.2) holds

for all xj0k and n,m ≥ N0. It follows that

|gn(x)− gm(x)| < 3ε, for all n,m ≥ N0,

i.e., {gn} is Cauchy in C(K). By the completeness of C(K) and the closedness of F , {gn} converges to
some function in F .

Conversely, by Lemma 2.16, for each ε > 0, there exist f1, · · · , fN ∈ F such that F ⊂
⋃N
j=1Bε(fj)

where N depends on ε. So for any f ∈ F , there exists fj such that

|f(x)− fj(x)| < ε, for all x ∈ K.

As each fj is continuous, there exists δj such that |fj(x) − fj(y)| < ε whenever |x − y| < δj . Letting
δ = min{δ1, · · · , δN}, then

|f(x)− f(y)| ≤ |f(x)− fj(x)|+ |fj(x)− fj(y)|+ |fj(y)− f(y)| < 3ε,

for |x− y| < δ, so S is equicontinuous. As F can be covered by finitely many 1-balls, it is also bounded.

We have completed the proof of Arzela-Ascoli theorem.

We note the following useful corollary of the theorem, sometimes called Ascoli’s theorem.

Corollary 2.18. A sequence in C(K) where K is a closed, bounded set in Rn has a convergent subse-
quence if it is uniformly bounded and equicontinuous.

Proof. Let F be the closure of the sequence {fj}. As this sequence is uniformly bounded, there exists
some M such that

|fj(x)| ≤M, ∀x ∈ K, j ≥ 1.

Consequently, any limit point of {fj} also satisfies this estimate, that is, F is bounded in C(K). Similarly,
by equicontinuity, for every ε > 0, there exists some δ such that

|fj(x)− fj(y)| < ε

2
, ∀x, y ∈ K, |x− y| < δ.
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As a result, any limit point f of {fj} satisfies

|f(x)− f(y)| ≤ ε

2
< ε, ∀x, y ∈ K, |x− y| < δ,

so F is also equicontinuous. Now the conclusion follows from the Arzela-Ascoli theorem.

We present an application of Arzela-Ascoli theorem to ordinary differential equations. Consider the
initial value problem

dy

dx
= f(x, y), y(0) = 0,

where f is a continuous function defined in [−a, a]× [−b, b]. We are asked to find a differentiable function
y(x) so that this equation is satisfied for x in some interval containing the origin. Under the further
assumption that f satisfies the “Lipschitz condition”: For some constant L

|f(x, y1)− f(x, y2)| ≤ L|y1 − y2|, for all x ∈ [−a, a], y1, y2 ∈ [−b, b],

we learn from a course on ordinary differential equations that there exists a unique solution to this initial
value problem defined on the interval I = (−a′, a′), where a′ = min{a, b/M}, where M = max{|f(x, y)| :
(x, y) ∈ [−a, a]× [−b, b]}.

Now, let us show that the Lipschitz condition can be removed as far as existence is in concern. First
of all, by Weierstrass approximation theorem, there exists a sequence of polynomials {fn} approaching
f in C([−a, a]× [−b, b]) uniformly. In particular, it means that Mn → M, where Mn = max{|fn(x, y)| :
(x, y) ∈ [−a, a] × [−b, b]. As each fn satisfies the Lipschitz condition (why?), there is a unique solution
yn defined on In = (−an, an), an = min{a, b/Mn} for the initial value problem

dy

dx
= fn(x, y), y(0) = 0.

¿From |dyn/dx| ≤ Mn and limn→∞Mn = M , we know from Proposition 2.14 that {yn} forms an
equicontinuous family. Clearly, it is also bounded. By Arzela-Ascoli theorem, it contains a subsequence
{ynj} converging uniformly to a continuous function y ∈ I on every subinterval [α, β] of I and y(0) = 0
holds. It remains to check that y solves the differential equation for f .

Indeed, each yn satisfies the integral equation

yn(x) =

∫ x

0

f(t, yn(t))dt, x ∈ In.

As {ynj} → y uniformly, {f(x, ynj (x))} also tends to f(x, y(x)) uniformly. By passing to limit in the
formula above, we conclude that

y(x) =

∫ x

0

f(t, y(t))dt, x ∈ I

holds. By the fundamental theorem of calculus, y is differentiable and a solution to our initial value
problem.

The solution may not be unique without the Lipschitz condition. Indeed, the function y1(x) ≡ 0
solves the initial value problem y′(x) = y1/2, y(0) = 0, and yet there is another solution given by
y2(x) = x2/4, x ≥ 0 and vanishes for x < 0.

You may google for more applications of Arzela-Ascoli theorem.

Exercise 2

In Problems 1-3 f is a function from (M,d)→ (N, ρ).
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1. Let p ∈M . Show that f is continuous at p if and only if for every open set G in N containing f(p),
there exists an open set U in M containing p such that U ⊂ f−1(G).

2. Show that f is continuous in M if and only if for every closed set F in N , f−1(F ) is a closed set in
M .

3. A function f : (M,d)→ R is lower semicontinuous at p if for every ε > 0, there exists an open set
U containing p such that f(q) > f(p) − ε for all q ∈ U . Show that f is lower semicontinuous at p
if and only lim infn f(pn) ≥ f(p) whenever {pn} → p.

You may try to define upper semicontinuity so that a function which is lower and upper semicon-
tinuous at a point means it is continuous at this point.

4. Show that in a normed space the closed metric ball with radius R centered at x, {y : d(y, x) ≤ R},
is the closure of the open metric ball BR(x).

5. Show that any finite dimensional subspace of a normed space is closed. Can you find a subspace
which is not closed, say, in `1? How about in C[0, 1]?

6. Show that any proper subspace of a normed space cannot contain any metric ball.

7. Show that C00 is not a closed subspace in `∞ and `2.

8. Show that a metric d induced from a norm on the vector space X satisfies (i) d(x+z, y+z) = d(x, y)
and (ii) d(αx, αy)) = |α|d(x, y). Use these properties to find two examples of metrics (on vector
spaces) which are not induced by norms.

9. (a) Prove that `1 a proper vector subspace of `p for p > 1.

(b) Now both the 1-norm and p-norm are norms on `1. Are they equivalent?

10. Let ‖ · ‖1 and ‖ · ‖2 be two norms on the vector space X.

(a) Show that ‖x‖M = max{‖x‖1, ‖x‖2} is again a norm on X.

(b) Is this true for ‖x‖m = min{‖x‖1, ‖x‖2}?

11. (a) Establish the estimates

‖x‖∞ ≤ ‖x‖p ≤ n1/p‖x‖∞, p ≥ 1.

It shows that all p-norms are equivalent on Rn.

(b) Let Mp be the closed unit metric ball {x : ‖x‖p ≤ 1} in R2. Draw Mp for p = 1, 2, 8 and ∞.

12. Consider the vector space of polynomials P . For p(x) =
∑n

1 ajx
j , define a norm by

‖ · ‖s ≡
n∑
1

|aj |.

Compare it with the sup-norm.

13. Let C1[a, b] be the vector space of all continuously differentiable functions on [a, b]. Define two
norms on this space by

‖f‖1 ≡ ‖f‖∞ + ‖f ′‖∞,

where f ′ is the derivative of f , and

‖f‖a ≡ ‖f‖∞ + |f(a)|.

Show that these two norms are equivalent.
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14. Let C∞[a, b] be the vector space of all smooth functions on [a, b]. Show that

d(f, g) ≡
∞∑
1

‖f (j) − g(j)‖∞
1 + ‖f (j) − g(j)‖∞

,

defines a metric on C∞[a, b] so that {fk} converges to f in this metric means {f (j)
k } converges to

f (j) uniformly on [a, b] for each j.

A subset C in a vector space X is convex if ∀x, y ∈ C and λ ∈ [0, 1], (1 − λ)x + λy ∈ C. It is
balanced if x ∈ C implies −x ∈ C. It is “solid” if for any non-zero x ∈ X, there exist 0 < t1 < t2
such that tx ∈ C,∀t ∈ (0, t1] and tx /∈ C, ∀t ∈ [t2,∞). In the following two problems we relate
a norm to a convex, balanced and “solid” set. It answers in particular the question: How many
norms can be defined in a space?

15. Show that the closed unit metric ball {x ∈ X : ‖x‖ ≤ 1} in any normed space (X, ‖ · ‖) is convex,
balanced and “solid”.

16. Let C be a convex, balanced and “solid” set in a vector space X. Define its gauge function
pC : X 7→ [0,∞) by

pC(x) = inf{α :
x

α
∈ C,α > 0}, x 6= 0

and
pC(0) = 0.

Prove that pC is a norm on X.

17. The function

‖x‖p =

(
n∑
k=1

|xk|p
) 1
p

, p ∈ (0, 1),

satisfies (N1) and (N2) in the axioms of a norm, but not (N3) on Rn. Explain it.

18. Show that `p, 1 ≤ p <∞, is separable under the p-norm.

19. Show that B[a, b] (bounded functions on [a, b]) is not separable under the sup-norm.

20. We know `1 is a proper subset of `p, p > 1. Now consider (`1, ‖ · ‖1) and (`1, ‖ · ‖p).
(a) Prove that ‖x‖p ≤ ‖x‖1, ∀x ∈ `1.

(b) Are ‖ · ‖1 and ‖ · ‖p equivalent on `1?

21. Let X × Y be the product space of two Banach spaces X and Y . Show that it is also a Banach
space under the product norm. Recall that the product norm is given by ‖(x, y)‖ = ‖x‖X + ‖y‖Y .

22. Let Z be a closed subspace of the normed space X. On the quotient space X/Z define

‖x̃‖̃ ≡ inf
z∈Z
‖x+ z‖, x ∈ x̃.

Verify that (a) ‖ · ‖̃ is a norm on X/Z and (b) X/Z is complete if X is complete. Here the quotient
space X/Z is formed by the equivalence relation x ∼ y if and only if x− y ∈ Z.

23. Let (X, d) be a metric space and Cb(X) be the vector space of all bounded, continuous functions
on X. Prove that Cb(X) forms a Banach space under the sup-norm.

24. Any metric space (X, d) can be mapped to Cb(X) by φ(x) = fx where fx(y) = d(x, y)−d(x0, y) and
x0 is a prescribed point in X. (a) Verify that fx ∈ Cb(X). (b) Verify that φ is metric-preserving.
(c) Use (b) to give another proof of Theorem 2.10 on metric completion.
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25. Determine which of the following subspaces are closed:

(a) {all polynomials on [a, b]} in C[a, b].

(b) {all continuous f with
∫ b
a
f(x)φ(x)dx = 0} in C[a, b] where φ is a given integrable function on

[a, b].

(c) {x = (x1, x2, x3, · · · ) which has finitely many non-zero entries} in `∞.

(d) C ≡ {x = (x1, x2, x3, · · · ), xn → 0} in `∞.

26. A sequence {xk}∞k=1 is called a Schauder basis for a Banach space X if every x ∈ X can be
uniquely expressed as

∑∞
k=1 αkxk for αk ∈ F.

(a) Prove that a Banach space possessing a Schauder basis must be separable.

(b) Show that {ek}∞k=1 forms a Schauder basis for `p, 1 ≤ p <∞.

(c) Is it true that all polynomials with rational coefficients form a Schauder basis in C[a, b]?

It was a problem of Banach to prove every separable Banach space has a Schauder basis. There
were no exception among all familiar spaces. In 1973 Enflo surprised everyone by constructing a
separable Banach space without Schauder bases. I still remember how excited Prof K.F. Ng was
when he told us that the construction had to rely on the distribution of prime numbers in 1979.
Even though they exist for many well-known Banach spaces, Schauder bases are difficult to find
explicitly. You may google for a Schauder basis for C[a, b].

27. Establish the following lemma of Riesz: For any closed, proper subspace Y of (X, ‖ · ‖), there is
some x0 ∈ X, ‖x0‖ = 1, satisfying ‖x0 − y‖ > 1

2 , for all y ∈ Y .

28. Use Exercise 7 to give an alternative proof of Theorem 2.12.

29. Give an example to show that the point y∗ realizing

‖y∗ − x0‖ = min{‖y − x0‖ : y ∈ Y }

where x0 is a point not in Y , a closed subspace in (X, ‖ · ‖), may not be unique. Suggestion: Work
on (R2, ‖ · ‖∞).

30. Produce a bounded sequence in C[0, 1] which does not have any convergent subsequence in C[0, 1].

31. Show that {sinnx : x ∈ [0, π]} is not equicontinuous in C[0, π].

32. Let E be the set {f ∈ C[0, 1] : f(0) = 0, |f(x)− f(y)| ≤ |x− y|, for all x, y ∈ [−1, 1]}. Show that
there exists a function g in E such that∫ 1

0

g(x)dx ≥
∫ 1

0

f(x)dx,

for all f in E. Can you find it explicitly?

33. Let f be a continuous function on the real line. Suppose that {fn(x)} ≡ {f(nx)} forms an equicon-
tinuous family in C[0, 1]. Is it necessarily that f is a constant?

34. Let {fn} be equicontinuous in C(K) where K is a closed, bounded subset of Rn. Show that {fn}
uniformly converges to some continuous function f provided {fn(x)} converges to f(x) for every
x ∈ K.

In the following three optional exercises we discuss the concept of a compact set in a metric space.
Some student may have known this concept from point set topology. These exercises are served to
link compactness to sequential compactness.

A set E in a metric space (M,d) is called compact if every open cover has a finite subcover. In
other words, suppose {Gα}, α ∈ A, is a collection of open sets in M satisfying E ⊂

⋃
αGα, then

there exist G1, · · · , GN from this collection such that E ⊂
⋃
j Gj . Any compact set is a closed set.
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35. Show that a subset K in Rn is compact if and only if it is closed and bounded.

36. Prove that a set C in a metric space (M,d) is compact if and only if it is sequentially compact.

Therefore, compactness and sequential compactness are equivalent in a metric space. However, this
may not be true in a topological space. Since we are only concerned with metric spaces in this
course, we are happy to be free from this delicate matter.

37. The Ascoli-Arzela theorem characterizes compact sets in C(K) where K is compact in some Eu-
clidean space. The same result in fact holds when K is replaced by any compact metric space
(M,d) (that is, M is compact). Prove it.
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In this chapter we further our study of Banach spaces by examining continuous linear functionals on
them. Each of these functionals gives very limited information on the space, but as a whole they become
enormously helpful. The fundamental Hahn-Banach theorem guarantees there are sufficiently many such
functionals for various purposes. They form a normed space called the dual space of the original space.
We identify the dual spaces of Fn, `p, 1 ≤ p <∞, and C[a, b] in Sections 4 and 5, and introduce reflexive
space in Section 6. Reflexive spaces arise naturally when we study the dual of dual spaces.

3.1 Linear Functionals

Any linear function from a vector space X to its scalar field F is called a linear functional. It is clear
that the collection of all linear functionals from X to F, denoted by L(X,F), forms a vector space over
F under pointwise addition and scalar multiplication of functions. Linear functionals play a crucial role
in the study of the structure of vector spaces. There are two subspaces associated to a linear functional,
namely, its image and its kernel, and the latter is more relevant. Indeed, let Λ ∈ L(X,F), the null space
(or kernel) of Λ is given by N(Λ) (or ker Λ) the set {x ∈ X : Λx = 0}. It is clear that the kernel N(Λ)
forms a subspace of X and it is proper if and only if Λ is not identically zero.

Proposition 3.1. Let X be a vector space over F. Then

(a) L(X,F) is a vector space over F,

(b) N(Λ) is a subspace of X for any Λ ∈ L(X,F), and

(c) if Λ is non-zero, then for any x0 ∈ X \N(Λ), X = N(Λ)⊕ 〈x0〉.

Proof. (a) and (b) can be verified directly. It suffices to prove (c). Let x0 be a point satisfying Λx0 6= 0.
For any x ∈ X, the vector y = x− λx0 where λ = Λx/Λx0 belongs to N(Λ):

Λ(x− λx0) = Λx− λΛx0 = 0.

Therefore, x = y + λx0, that is, X = N(Λ) + 〈x0〉. To show this is a direct sum, suppose that x =
y1 + λx0 = y2 + µx0. Then y1 − y2 = (µ− λ)x0, so (µ− λ)Λx0 = Λ(y1 − y2) = 0 implies that µ = λ and
y1 = y2.

The meaning of (c) can be understood better by looking at the finite dimensional situation. Any
linear functional Λ on Fn is completely determined by its values at a basis. For instance, consider the
canonical basis e1, · · · , en and let αj = Λej , j = 1, · · · , n, for x ∈ Fn, x =

∑n
1 xjej . Then

Λx = Λ(

n∑
1

xjej) =

n∑
1

αjxj = α1x1 + · · ·+ αnxn,

31
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gives the general formula for a linear functional on Fn. What is N(Λ) for a nonzero Λ? Apparently it is
composed of the set {x ∈ FN : α1x1 + · · · + αnxn = 0}. When Fn = Rn, this is precisely the equation
for a hyperplane passing through the origin whose normal direction is given by (α1, · · · , αn)/(α2

1 + · · ·+
α2
n)1/2. In general, a hyperplane is one dimension lower than its ambient space. Thus (c) tells us that in

infinite dimensional situation this is still true: After adjoining a single dimension (spanned by x0) to it,
N(Λ)⊕ 〈x0〉 is the entire space.

The abundance of linear functionals can be seen by the following abstract consideration. Let B be a
Hamel basis for X. For each x in this basis we define a functional Λx by setting Λx(αx) = α and Λxy = 0
for any y in B distinct from x where α is a fixed scalar. As every vector can be written as a finite linear
combination of elements from B, it is easy to see that Λx extends to become a linear functional on X.
Moreover, one readily verifies that all these Λx’s form a linearly independent set, so L(X,F) is of infinite
dimension.

When it comes to a normed space (X, ‖ · ‖), a linear functional may not be related to the norm
structure of the space. To have good interaction with the norm structure it is more desirable to look at
linear functionals which are also continuous with respect to the norm. By linearity it is easy to show that
a continuous linear functional is continuous everywhere once it is so at a single point. A related notion
of continuity of a linear functional is its boundedness. We used to call a function bounded if its image is
a bounded set. For linear functionals boundedness has a different meaning. We call a linear functional
Λ bounded if it maps any bounded set in X to a bounded set in F. In other words, for any bounded S
in X, there exists a constant C such that |Λx| ≤ C, for all x ∈ S. By linearity for Λ to be bounded it
suffices that it maps a ball to a bounded set in the scalar field, or equivalently in the form of an estimate,
there exists a constant C ′ such that |Λx| ≤ C ′‖x‖ for all x ∈ X. It turns out that for a linear functional
continuity and boundedness are equivalent. We put all these in the following proposition.

Proposition 3.2. Let Λ ∈ L(X,F) where X is a normed space. We have

(a) Λ is continuous if and only if Λ is continuous at one point.

(b) Λ is bounded if and only if there exists C > 0 such that |Λx| ≤ C‖x‖ for all x.

(c) Λ is continuous if and only if Λ is bounded.

Proof. (a) It suffices to show the “if” part. Suppose Λ is continuous at x0, that’s, Λxn → Λx0 whenever
xn → x0 in X. For any x1 ∈ X and xn → x1, we have xn − x1 + x0 → x0, so Λ(xn − x1 + x0)→ Λ(x0).
By linearity, Λxn − Λx1 + Λx0 → Λx0 which means Λxn → Λx1.

(b) Let Λ be bounded and take S to be the closed unit ball B1(0). Then we can find a constant C1

such that |Λx| ≤ C1. For any nonzero x, x/‖x‖ ∈ B1(0), we have |Λ(x/‖x‖)| ≤ C1, i.e., |Λx| ≤ C1‖x‖.

Conversely, let S be a bounded set. We can find a large ball BR(0) to contain S. Then for any x in
S, |Λx| ≤ C‖x‖ ≤ CR.

(c) If Λ is not bounded, there exists ‖xn‖ ≤ M but |Λxn| → ∞. Then the sequence {yn}, yn =
xn/|Λxn|, satisfies ‖yn‖ → 0 but |Λyn| = 1, so Λ cannot be continuous.

On the other hand, let xn → x0, that’s, ‖xn − x0‖ → 0. When Λ is bounded, by (b) |Λxn − Λx0| =
|Λ(xn − x0)| ≤ C‖xn − x0‖ → 0, so Λ is continuous.

We also note the following useful characterization of a continuous linear functional. Prove it as an
exercise.

Proposition 3.3. A linear functional on a normed space is bounded if and only if its kernel is closed.

We use X ′ to denote all bounded linear functionals on X. It is clear that X ′ is a subspace of L(X,F).
When X is of finite dimension, we have seen that every linear functional is of the form

Λx =

n∑
1

αjxj ,
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hence it is continuous. Thus X ′ = L(X,F) when X is of finite dimension. However, this is no longer
true when X is of infinite dimension. Let B be a Hamel basis for an infinite dimensional space X. We
may pick a countably infinite set {x1, x2, x3, · · · }, ‖xk‖ = 1, ∀k, from B and define T by assigning
Txk = k, k = 1, 2, · · · and Tx = 0 for the remaining vectors in B. As B is a basis, T can be extended
to become a linear functional on X. Clearly it cannot be bounded.

Now we come to the norm structure on X ′ inherited from X.

Proposition 3.4. Let X be a normed space and Λ a bounded linear functional on X and define

‖Λ‖ ≡ sup
x 6=0

|Λx|
‖x‖

.

Then ‖ · ‖ is a norm on X ′.

Before the proof of this proposition we point out a few things. First, the operator norm ‖Λ‖ is also
given by

‖Λ‖ = sup
‖x‖=1

|Λx|.

or
‖Λ‖ = sup

‖x‖≤1

|Λx|.

Second, we always have the useful inequality

|Λx| ≤ ‖Λ‖‖x‖, for all x ∈ X.

Third, the definition of the operator norm is basically the sup-norm for continuous functions. However, as
the supremum is always infinity for any nonzero linear functional, we modify it by taking the supremum
over the unit ball {‖x‖ ≤ 1}. Thanks to boundedness of the functional this supremum is always a finite
number, and thanks to linearity it satisfies (N1).

Proof. Clearly (N1) and (N2) hold. To verify (N3), for Λ1,Λ2 ∈ X ′ and x ∈ X, ‖x‖ = 1,

|(Λ1 + Λ2)(x)| = |Λ1x+ Λ2x| ≤ |Λ1x|+ |Λ2x| ≤ ‖Λ1‖+ ‖Λ2‖.

Therefore,
‖Λ1 + Λ2‖ = sup

‖x‖=1

|(Λ1 + Λ2)(x)| ≤ ‖Λ1‖+ ‖Λ2‖.

From Proposition 3.4, (X ′, ‖ · ‖) forms a normed space called the dual space of (X, ‖ · ‖). The norm
on X ′ is called the operator norm sometimes. It is a bit surprising that X ′ behaves better than X as
implicated by the following proposition.

Proposition 3.5. The dual space X ′ of a normed space X is a Banach space.

Proof. Let {Λk} be a Cauchy sequence inX ′, that’s, for every ε > 0, there is some k0 such that ‖Λk−Λl‖ <
ε for all k, l ≥ k0. For each x ∈ X,

|Λkx− Λlx| ≤ ‖Λk − Λl‖‖x‖ ≤ ε‖x‖, (3.1)

which shows that {Λkx} is a Cauchy sequence in F. By the completeness of F, limk→∞ Λkx exists for
every x ∈ X. Setting Λx ≡ limk→∞ Λkx, it is routine to check that Λ is linear. Moreover, by letting
l→∞ in (3.1), we have

|Λkx− Λx| ≤ ε‖x‖, k ≥ k0. (3.2)
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It follows that
|Λx| ≤ |Λk0x− Λx|+ |Λk0x| ≤ (ε+ ‖Λk0‖)‖x‖,

so Λ is also bounded. From (3.2) we have

|Λkx− Λx| ≤ ε, k ≥ k0,

for all x, ‖x‖ = 1, so Λk → Λ in operator norm.

3.2 Concrete Dual Spaces

We determine the dual spaces of Fn and `p, 1 ≤ p <∞ in this section.

Recall that we identify two normed spaces (X1, ‖ · ‖1) and (X2, ‖ · ‖2) if there exists a norm-preserving
linear isomorphism from X1 to X2.

Proposition 3.6. For 1 ≤ p <∞, the dual space of `p is given by `q where p and q are conjugate.

Proof. We only consider p > 1 and leave the case p = 1 to you.

We define a map from (`p)′ to `q as follows. For each Λ ∈ (`p)′, let ΦΛ be the sequence α =
(Λe1,Λe2, · · · ) where {ej} is the “canonical sequence”. This is a linear map from (`p)′ to the space of
sequences. We claim that its image belongs to `q.

Letting αN = (sgn(α1)|α1|q−1, · · · , sgn(αN )|αN |q−1, 0, 0, · · · ) and using the inequality |Λx| ≤ ‖Λ‖‖x‖p

for x = αN we have, as |ΛαN | =
∑N

1 |αj |q and ‖αN‖p =
(∑N

1 |αj |q
) 1
p

,

(
N∑
1

|αj |q
) 1
q

≤ ‖Λ‖.

Letting N →∞, we have
‖Φ(Λ)‖q = ‖α‖q ≤ ‖Λ‖. (3.3)

We have shown that Φ maps (`p)′ into `q.

To show that Φ is onto we construct its inverse. For each α in `q we define Ψα = Λα where Λα is
given by Λαx =

∑
j αjxj . By Hölder inequality, this map is well-defined and

|Λαx| ≤ ‖α‖q‖x‖p, for all x ∈ `p.

It follows that
‖Ψα‖ = ‖Λα‖ ≤ ‖α‖q. (3.4)

Next we claim that
ΦΨα = α, ∀α ∈ `q.

Indeed, for α ∈ `q, ΦΨα = ((Ψα)e1, (Ψα)e2, · · · ) = (α1, α2, · · · ) = α, so the claim holds. This claim
shows in particular that Φ is onto. By combining it with (3.3) and (3.4), we have

‖Λ‖ = ‖ΦΨΛ‖ ≤ ‖ΦΛ‖q ≤ ‖Λ‖,

whence ‖ΦΛ‖q = ‖Λ‖, that is, Φ is norm-preserving. We have succeeded in constructing a norm-preserving
linear isomorphism from (`p)

′ to `q, so these two spaces are the same.
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A similar but simpler proof shows that the dual of Fn under the p−norm is itself under the q-norm
for p ∈ [1,∞].

We will determine the dual space of C[a, b] as an application of the Hahn-Banach theorem in Section
3.5. It is a standard result in real analysis that the dual space of Lp(a, b), 1 ≤ p < ∞, is Lq(a, b) where
q is conjugate to p. But it is not true when p is infinity. See Rudin’s “Real and Complex Analysis” and
Hewitt-Stromberg’s “Abstract Analysis” (especially for p =∞) for details.

3.3 Hahn-Banach Theorem

In the last section we identified the dual space of Fn and `p, 1 ≤ p <∞. In particular, it shows that there
are many non-trivial bounded linear functionals in these spaces. However, in a general normed space it is
not clear how to find even one which distinguishes two points. The theorem of Hahn-Banach ensures that
we can always do this. This extremely useful theorem, which is formulated as a statement on extension,
is one of the most fundamental results in functional analysis.

Considering its applications in later chapters, it is necessary to formulate the theorem not only in the
setting of a normed space but in a vector space. We call a function p defined in a vector space X to
(−∞,∞] subadditive if for all x, y in X,

p(x+ y) ≤ p(x) + p(y),

and positive homogeneous if for all x in X and α ≥ 0,

p(αx) = αp(x).

Note that the norm is a subadditive, positive homogenous function due to (N2) and (N3). A non-
negative, subadditive, positive homogeneous function on a vector space is sometimes called a gauge or a
Minkowski functional.

Any positive multiple of the norm is a gauge on a normed space. Other gauges can be found as follows.
Let C be a non-empty convex set containing 0 in a vector space X. Define

pC(x) = inf{α : x ∈ αC, α > 0}

and set pC(x) =∞ if no such α exists. We claim that pC is a gauge. Clearly, pC(αx) = αpC(x) for every
positive α. On the other hand, consider x, y in X where pC(x) and pC(y) are finite (subadditivity holds
trivially if they are not). According to the definition of a gauge, for every ε > 0, there exist positive α, β
satisfying pC(x) ≥ α− ε, pC(y) ≥ β − ε and x/α, y/β ∈ C. Therefore, by the convexity of C,

x+ y

α+ β
=

α

α+ β

x

α
+

β

α+ β

y

β
∈ C,

which implies that
pC(x+ y) ≤ α+ β ≤ pC(x) + pC(y) + 2ε.

So pC is subadditive. Gauges of convex sets form an important class of subadditive, positive homogeneous
functions.

Now we state and prove a general form of the Hahn-Banach theorem.

Theorem 3.7. Let X be a vector space and p a subadditive, positive homogeneous function in X. Suppose
Λ ∈ L(Y,F) where Y is a proper subspace of X satisfies

ReΛx ≤ p(x), for all x ∈ Y.

Then there is an extension of Λ to L(X,F), Λ̃, such that

ReΛ̃x ≤ p(x), for all x ∈ X.
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We will treat the real case first. The complex case can be deduced from the real case. The technical
part of the proof of this theorem is contained in the following lemma.

Lemma 3.8 (One-Step Extension). Let F = R, Λ ∈ L(Y,R) and x0 ∈ X \ Y . There exists an
extension Λ1 of Λ on 〈Y, x0〉 such that Λ1x ≤ p(x).

Proof. Let Y1 = 〈Y, x0〉. Every element in Y1 is of the form x = y + cx0, y ∈ Y , c ∈ R. Any linear
functional Λ1 extending Λ satisfies Λ1x = Λ1(y + cx0) = Λ1y + cΛ1x0 = Λy + cΛ1x0. Conversely, by
assignment any value to Λ1x0 one obtains an extension of Λ in this way. Nevertheless, the point is to
determine the value of Λ1x0 so that Λ1x ≤ p(x) on Y1. To show such choice is possible, let’s focus at
c = ±1. For an admissible extension, one should have

Λy ± Λ1x0 ≤ p(y ± x0), (3.5)

or,
Λ1x0 ≤ p(y + x0)− Λy

and
Λy − p(y − x0) ≤ Λ1x0.

It implies that for all y, z ∈ Y ,

Λz − p(z − x0) ≤ Λ1x0 ≤ p(y + x0)− Λy.

Therefore, if
α ≡ sup

z∈Y
(Λz − p(z − x0)) ≤ β ≡ inf

y∈Y
(p(y + x0)− Λy) (3.6)

holds, we can pick any γ ∈ [α, β] and set Λ1x0 = γ, so that (3.5) holds. Before verifying this, let’s show
that it implies Λ1 is our desired extension. In fact, by linearity, for any c > 0,

Λ1(y ± cx0) = Λy ± cΛ1x0 = c(Λ(
y

c
)± Λ1x0)

≤ cp(
y

c
± x0)

= p(y ± cx0),

so Λ1x ≤ p(x) for all x in Y1. It remains to verify (3.6). But this is easy. We write (3.6) as

Λz − p(z − x0) ≤ p(y + x0)− Λy, ∀y, z ∈ Y,

and it holds if and only if
Λ(y + z) ≤ p(z − x0) + p(y + x0).

Certainly this is true by the subaddivity of p

Λ(y + z) ≤ p(y + z) = p(y + x0 − x0 + z) ≤ p(y + x0) + p(z − x0).

Proof of Theorem 3.6. Let F = R first. Set D = {(Z, T ): Z is a subspace of X containing Y and
T ∈ L(Z,R) is an extension of Λ satisfying Tx ≤ p(x) on Z.}. D is non-empty since (Y,Λ) ∈ D . A
relation “≤” is defined on D , (Z1, T1) ≤ (Z2, T2) if and only if (a) Z1 is a subspace of Z2 and (b) T2

extends T1. We check easily that (D ,≤) is a poset.

We claim that each chain C in (D ,≤) has an upper bound. Indeed, for all Z in C , let

Z∗ =
⋃

Zα∈C

Zα and T ∗z = Tαz for z ∈ Zα.

We show that Z∗ is a subspace of X. Let z1, z2 ∈ Z∗. Then z1 ∈ Zα and z2 ∈ Zβ for some α, β. As C is a
chain, either Zα is a subspace of Zβ or the other way around. Let’s assume the latter, so z1, z2 ∈ Zα and
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λz1 +µz2 ∈ Zα ⊂ Z∗. Z∗ is a subspace. By a similar reason we can show that Tαz = Tβz if z ∈ Zα ∩Zβ ,
so T ∗ is well-defined. For any z ∈ Z∗, there exists some Zα containing z, so T ∗z = Tαz ≤ p(z). We have
shown that (Z∗, T ∗) is an upper bound for C .

Now we apply Zorn’s lemma to conclude that there is a maximal element (Zmax, Tmax) in D . We
claim that Zmax = X. For, if this is not true, we can find x0 ∈ X \ Zmax. Using the one-step extension
lemma, we find T1 on Z1 = 〈Zmax, x0〉 extending Tmax and T1x ≤ p(x), x ∈ Z1. So (Z1, T1) ∈ D , that
is to say, (Zmax, Tmax) cannot be a maximal element. This contradiction shows that Zmax = X, and

Λ̃ ≡ Tmax is our desired extension of Λ. This completes the proof of the general Hahn-Banach theorem
for the real case.

To treat the complex case, we need the following lemma. It asserts that any complex linear functional
is uniquely determined by its real or imaginary part.

Lemma 3.9. (a) Let Λ be in L(X,C) where X is a complex vector space. Then its real and imaginary
parts are in L(X,R) when X is regarded as a real vector space. Furthermore,

Λx = ReΛx− iReΛ(ix), for all x ∈ X. (3.7)

(b) Conversely, for any Λ1 in L(X,R), there exists a unique element in L(X,C) taking Λ1 as its real part
so that the above formula holds.

Proof. It is clear that both the real and imaginary parts of a complex linear functional are linear func-
tionals over the reals. Write

Λx = Re(Λx) + i Im(Λx) ≡ Λrx+ i Λix.

We claim that they are related by

Λr(ix) = −Λi(x), Λi(ix) = Λrx, (3.8)

so (3.7) holds. To see this, simply use the linearity of Λ over C to get

Λ(ix) = i Λ(x),

so,
Λr(ix) + i Λi(ix) = i Λrx− Λix,

and (3.8) holds.

Now, given a real linear functional Λ1 on X, define

Λx = Λ1x− iΛ(ix).

It is clear that the real part of Λ is equal to Λ1. It remains to check that Λ is linear. For x1, x2 ∈ X, and
α, β ∈ R,

Λ(x1 + x2) = Λ1(x1 + x2)− iΛ1(i(x1 + x2))

= Λ1x1 − i Λ1(ix1) + Λ1x2 − i Λ1(ix2)

= Λx1 + Λx2;

Λ((α+ iβ)x) = Λ(αx+ iβx) = Λ(αx) + Λ(βix)

= Λ1(αx)− iΛ1(αix) + Λ1(βix)− iΛ1(iβix)

= αΛ1x− iαΛ1(ix) + βΛ1(ix) + iβΛ1x

= (α+ iβ)Λx;
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We complete the proof of the general Hahn-Banach theorem as follows. We first obtain a real exten-
sion Λ1 of the real part of the complex linear functional Λ satisfying Λ1x ≤ p(x) on X. By the lemma

above, we find a complex linear functional Λ̃ on X whose real part is given by Λ1 extending Λ. Λ̃ is our
desired extension.

We have the following version of Hahn-Banach theorem on normed spaces.

Theorem 3.10. Let (X, ‖·‖) be a normed space and Y a proper subspace of X. Then any Λ ∈ Y ′ admits

an extension to some Λ̃ ∈ X ′ with ‖Λ̃‖ = ‖Λ‖.

Notice that from definition, in general, we have

‖Λ̃‖ = sup
x∈X\{0}

|Λ̃x|
‖x‖

≥ sup
x∈Y \{0}

|Λx|
‖x‖

= ‖Λ‖.

It suffices to establish the inequality from the other direction.

Proof. Consider first the real case. Taking p(x) = ‖Λ‖‖x‖, we apply the general Hahn-Banach theorem to

obtain an extension of Λ, Λ̃, which satisfies Λ̃x ≤ ‖Λ‖‖x‖. Replacing x by −x, we get −Λ̃x ≤ ‖Λ‖‖−x‖ =

‖Λ‖‖x‖, so |Λ̃x| ≤ ‖Λ‖‖x‖ which implies ‖Λ̃‖ ≤ ‖Λ‖ on X.

For the complex case, let Λ̃ be an extension of Λ satisfying ReΛ̃x ≤ ‖Λ‖‖x‖ on X. Replacing x by

−x, we have |ReΛ̃x| ≤ ‖Λ‖‖x‖. For any x , there is a complex number eiθ such that Λ̃x = |Λ̃x|eiθ. It

follows that |Λ̃x| = Λ̃(e−iθx) = ReΛ̃(e−iθx) ≤ ‖Λ‖‖e−iθx‖ = ‖Λ‖‖x‖, that is, ‖Λ̃‖ ≤ ‖Λ‖. The proof is
completed.

We will be concerned only with Hahn-Banach theorem in the remaining sections. The general Hahn-
Banach theorem can be used to establish some separation theorems, see exercises. Its importance will
become evident in Chapter 7.

3.4 Consequences of Hahn-Banach Theorem

Theorem 3.11. Let (X, ‖ · ‖) be a normed space and Y a closed subspace of X. For any x0 ∈ X \ Y ,
there exists Λ ∈ X ′, ‖Λ‖ = 1, satisfying

Λx0 = dist(x0, Y ),

and
Λy = 0, for all y ∈ Y.

Proof. Let d = dist(x0, Y ). It is positive because Y is closed and x0 stays outside Y . In the subspace
Y1 = 〈Y, x0〉, every vector can be written uniquely in the form y + αx0. We define Λ0 on Y1 by setting

Λ0(y + αx0) = α‖x0‖.

Then Λ0 is linear and vanishes on Y . Moreover, using

0 < d = inf
z∈Y
‖x0 + z‖ ≤ 1

|α|
‖αx0 + y‖, ∀y ∈ Y,

We have

|Λ0(y + αx0)| ≤ |α|‖x0‖ ≤
‖x0‖
d
‖y + αx0‖,
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in other words, Λ0 ∈ Y ′1 and

‖Λ0‖ ≤
‖x0‖
d

.

We claim that ‖Λ0‖ = ‖x0‖/d. For, taking yn ∈ Y , ‖yn + x0‖ → d,

Λ0(yn + x0) = ‖x0‖ ≤ ‖Λ0‖‖yn + x0‖ → ‖Λ0‖d,

hence ‖x0‖/d ≤ ‖Λ0‖.

Now, we apply Hahn-Banach theorem to obtain an extension Λ̃ of Λ0 in X ′ with ‖Λ̃‖ = ‖Λ0‖ = ‖x0‖/d.

Then, a constant multiple of Λ̃, d/‖x0‖Λ̃, is our desired functional.

Corollary 3.12. For any non-zero x0 ∈ X, there exists Λ ∈ X ′ such that Λx0 = ‖x0‖ and ‖Λ‖ = 1.

Proof. Apply Theorem 3.9 by taking Y = {0}.

A bounded linear functional with the properties described in this corollary may be called a “dual
point” of x0. It may not be unique. For instance, consider (R2, ‖ · ‖1) and the vector x0 = (1, 0). It is
readily checked that the two linear functionals Λ1(x, y) = x and Λ2(x, y) = x+y are dual points of (1, 0).

Corollary 3.13. For any x ∈ X,

‖x‖ = sup
Λ∈X′ Λ6=0

|Λx|
‖Λ‖

.

Proof. From ‖Λx‖ ≤ ‖Λ‖‖x‖ we obtain

‖x‖ ≥ sup
Λ∈X′ Λ6=0

|Λx|
‖Λ‖

.

On the other hand, for a given non-zero x, pick Λ∗ such that ‖Λ∗‖ = 1 and Λ∗x0 = ‖x0‖. We have

‖x‖ =
|Λ∗x|
‖Λ∗‖

≤ sup
Λ∈X′ Λ6=0

|Λx|
‖Λ‖

.

This corollary tells us that there are sufficiently many bounded linear functionals to determine the
norm of any vector. Furthermore, the “sup” in the above expression can be strengthened to “max” as it
is attained by Λ∗.

3.5 The Dual Space of Continuous Functions

The dual space of C[a, b] is described essentially by a representation theorem of Riesz. To formulate it
we need to introduce two new concepts: Riemann-Stieltjes integral and functions of bounded variations.
Since our focus is on the application of the Hahn-Banach theorem, we simply state basic results (Facts
1 to 4) on these new concepts and leave them as exercises. You may consult Rudin’s “Principles of
Mathematical Analysis” or [Hewitt-Stromberg] for more on Riemann-Stieltjes integrals.

First of all, for any two complex-valued functions f and g on [a, b] we define its Riemann-Stieltjes

sum R(f, g, P ) with respect to a tagged partition Ṗ by

R(f, g, P ) =

n∑
1

f(zj)
(
g(xj)− g(xj−1)

)
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where a = x0 < x1 < · · · < xn−1 < xn = b is the partition and zj ∈ [xj−1, xj ] is a tag. We call f is
Riemann-Stieltjes integrable with respect to g if there exists I ∈ F satisfying: For each ε > 0, there
exists a δ such that

|R(f, g, P )− I| < ε, ∀P, ‖P‖ < δ.

Recall that the length of the partition P , ‖P‖, is given by maxj=1{xj − xj−1}. Write I =
∫ b
a
f(x)dg(x)

or simply
∫
fdg and denote the class of all Riemann-Stieltjes integrable functions by Rg[a, b]. Using the

definition one can establish the following facts.

Fact 1.

(a) For f1 and f2 in Rg[a, b] and α1, α2 ∈ F, we have α1f1 + α2f2 belongs to Rg[a, b], and∫
(α1f1 + α2f2)dg = α1

∫
f1dg + α2

∫
f2dg;

(b) For f ∈ Rg1 [a, b] ∩Rg2 [a, b] and α1, α2 ∈ F, f belongs to Rα1g1+α2g2 [a, b] and∫
fd(α1g1 + α2g2) = α1

∫
fdg1 + α2

∫
fdg2;

We will single out a class of g’s so that all continuous functions are Riemann-Stieltjes integrable with
respect to each of them. A function g on [a, b] is called a function of bounded variation (a BV-function
for short) if there exists a constant M such that

n∑
j=1

∣∣g(xj)− g(xj−1)
∣∣ ≤M

for all partitions P on [a, b]. For a function g of bounded variation, set its total variation to be

‖g‖BV ≡ sup{
n∑
j=1

∣∣g(xj)− g(xj−1)
∣∣ : all partitions P}.

It is easy to see that ‖g‖BV satisfies (N2) and (N3) but not (N1), which must be replaced by: “‖g‖BV = 0
implies g is a constant”. Nevertheless, we can remove this unpleasant situation by restricting to the sub-
set, BV0[a, b], consisting of all BV-functions which vanish at a. Then BV0[a, b] forms a normed vector
space under ‖ · ‖BV . A by-now routine check shows that it is complete.

Let’s look at some examples of BV-functions.

Example 3.1. Every monotone function on [a, b] is of bounded variation. In fact, for any P ,

n∑
1

∣∣g(xj)− g(xj−1)
∣∣ =

n∑
1

(
g(xj)− g(xj−1)

)
= g(b)− g(a)

when g is increasing, so ‖g‖BV = g(b)− g(a). When g is decreasing, ‖g‖BV = g(a)− g(b).

Example 3.2. If g is continuously differentiable on [a, b], then ‖g‖BV ≤ ‖g′‖∞(b− a). For,

n∑
1

∣∣g(xj)− g(xj−1)
∣∣ =

n∑
1

∣∣g′(zj)(xj − xj−1)
∣∣ ≤ ‖g′‖∞(b− a)

where zj ∈ [xj−1, xj ].

Example 3.3. Not every continuous function is of bounded variation. Consider the continuous function
on [0, 2/π] given by

h(x) =

{
x sin

1

x
, x 6= 0

0, x = 0
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Taking the partition PN to be {
[
(n+ 1/2)π

]−1
: n = 1, · · · , N} together with the endpoints, one shows

that V h =∞ after letting N →∞.

Fact 2. Every real-valued BV-function can be expressed as the difference of two increasing functions.

This is known as Jordan decomposition theorem.

Fact 3. Every continuous function on [a, b] is Riemann-Stieltjes integrable with respect to a BV-function
in [a, b].

In other words,
∫
fdg is well-defined when f ∈ C[a, b] and g ∈ BV [a, b].

Example 3.4. Taking g(x) = x, the Riemann-Stieltjes integral reduces to the Riemann integral.

Example 3.5. Taking g to be continuously differentiable,
∫
fdg =

∫
fg′dx and ‖Λg‖ ≤ ‖g′‖1.

Example 3.6. Taking g = χ[c,b], a < c < b, in∑
f(zj)

(
g(xj)− g(xj−1)

)
all terms vanish except the subinterval [xj−1, xj ] containing c in its interior (we may take a partition in
which c is not an endpoint of any subinterval.), so, as ‖P‖ → 0,∫

fdχ[c,b] = f(c).

Note that we also have ∫
fdχ(c,b] = f(c).

Now we come to bounded linear functionals on C[a, b]. Let’s consider two examples. First, fix a point
c ∈ [a, b] and let Λ1f = f(c). This “evaluation map” is clearly a linear functional with operator norm
equal to 1. Next, fix an arbitrary continuous function φ and define

Λ2(f) =

∫ b

a

f(x)φ(x)dx, f ∈ C[a, b].

From ∣∣Λ2f
∣∣ ≤ ∫ b

a

|φ(x)|dx‖f‖∞,

Λ2 is also in the dual of C[a, b]. Both functionals can be unified in the setting of Riemann-Stieltjes
integrals. Indeed, the first functional corresponds to taking g = χ(c,b] and the second one to taking g to
be a primitive function of φ. In view of this, to every BV-function g we associate it with the functional

Λgf =

∫ b

a

fdg.

It is not hard to verify that Λg belongs to the dual space of C[a, b] (see below). Our goal is to show
that such association is a norm-preserving linear isomorphism. However, Example 3.6 is an obvious
obstruction; as both functions χ(c,b] and χ[c,b] give the same evaluation map f(c), this association cannot
be injective. This difficulty turns out to be minor, and we can overcome it by further restricting the
space BV0[a, b].

A function g is called right continuous if limh↓0 g(x+ h) = g(x). Let

V [a, b] = {g ∈ BV0[a, b] : g is right continuous on [a, b).}

Notice that χ[c,b] is right continuous but χ(c,b] is not. It is clear that V [a, b] is a subspace of BV0[a, b].

Fact 4.
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(a) Every BV0-function g is equal to a unique V -function g̃ except possibly at countably many points.

(b)
∫
fdg =

∫
fdg̃, for all f ∈ C[a, b].

(c) For g1, g2 ∈ V [a, b],
∫
fdg1 =

∫
fdg2 implies g1 = g2.

Fact 4 (a) can be deduced from a known result in Elementary Analysis, namely, the discontinuity
points of a monotone function consist of jump discontinuity and there are at most countably many of
them. Since a BV-function is the difference of two increasing functions, the same property holds for it.

From Facts 1 and 4 we see that the map g 7→ Λg defines a linear injective map Φ from V [a, b] to
C[a, b]′. In fact, we have

|Φ(g)f | = |Λgf | ≤ ‖g‖BV ‖f‖∞,
hence

‖Φ(g)‖ ≤ ‖g‖BV , ∀g ∈ V [a, b]. (3.9)

Here is a version of the Riesz representation theorem.

Theorem 3.14. There is a norm-preserving linear isomorphism from C[a, b]′ to V [a, b].

Proof. The norm-preserving linear isomorphism is, of course, Φ. Let’s find its inverse. Let Λ ∈ C[a, b]′.
Observing that C[a, b] is a subspace in the normed space B[a, b] of bounded functions, we can use Hahn-

Banach theorem to find an extension Λ̃ ∈ B[a, b]′ with ‖Λ̃‖ = ‖Λ‖. This is crucial!

Our desired inverse g should satisfy Λf = Λgf for f ∈ C[a, b]. Formally,

Λ̃(χ[a,c]) =

∫ b

a

χ[a,c]dg =

∫ c

a

dg =

∫ c

a

g′(x)dx

= g(c)− g(a) = g(c),

as g vanishes at a. Motivated by this, we define

g(x) = Λ̃(χ[a,x]), x ∈ (a, b],

and g(0) = 0. We claim that g ∈ BV0[a, b] and ‖g‖BV ≤ ‖Λ‖.

For, with respect to an arbitrary partition P ,

n∑
1

|g(xj)− g(xj−1)| =

n∑
1

eiθj (g(xj)− g(xj−1))

(for any z ∈ C, there exists eiθ such that |z| = eiθz)

= eiθ1g(x1) +

n∑
2

eiθj (g(xj)− g(xj−1))

= eiθ1Λ̃χ[a,x1] +

n∑
2

eiθj (Λ̃χ[a,xj ] − Λ̃χ[a,xj−1])

= Λ̃
(
eiθ1χ[a,x1]

)
+

n∑
2

Λ̃
(
eiθjχ(xj−1,xj ]

)
= Λ̃

(
eiθ1χ[a,x1] +

n∑
2

eiθjχ(xj−1,xj ]

)
.

Let’s denote the function inside the above bracket by h. Noting that for all x ∈ [a, b], there exists a unique
subinterval [a, x1] or (xj−1, xj ] containing x, so h(x) = eiθ1 or eiθj0 for some j0. In any case |h(x)| = 1.
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It follows that ‖h‖∞ = 1 and that

n∑
1

|g(xj)− g(xj−1)| ≤ ‖Λ̃‖‖h‖∞ = ‖Λ‖

for the partition P , so g ∈ BV0[a, b] and ‖g‖BV ≤ ‖Λ‖.

We define Ψ : C[a, b]′ → V [a, b] by Ψ(Λ) = g̃ where g̃ is the right continuous modification of g
satisfying g̃(a) = 0 defined above. The estimate ‖g̃‖BV = ‖g‖BV ≤ ‖Λ‖ can be written as

‖Ψ(Λ)‖BV ≤ ‖Λ‖, ∀Λ ∈ C[a, b]′. (3.10)

To complete the proof, we claim that Λf = Λg̃f , for all f ∈ C[a, b]. It means Φ(Ψ(Λ)) = Λ on C[a, b]′.
In particular, Φ is surjective. Moreover, from (3.10) and (3.9) we have

‖g‖BV ≤ ‖Φ(g)‖ ≤ ‖g‖BV ,

so Φ is norm-preserving.

It remains to verify Λf = Λgf . Given ε > 0, since f is Riemann-Stieltjes integrable with respect to
g, there is some δ1 such that ∣∣∣∣∣

∫ b

a

fdg −
n∑
1

f(xj)(g(xj)− g(xj−1))

∣∣∣∣∣ < ε,

for P , ‖P‖ < δ1. Using

n∑
1

f(xj)(g(xj)− g(xj−1)) = f(x1)g(x1) +

n∑
2

f(xj)(g(xj)− g(xj−1))

= f(x1)Λ̃χ[a,x1] +

n∑
2

f(xj)Λ̃χ(xj−1,xj ]

= Λ̃
(
f(x1)χ[a,x1] +

n∑
2

f(xj)χ(xj−1,xj ]

)
≡ Λ̃(f ′),

where

f ′(x) = f(x1)χ[a,x1] +

n∑
2

f(xj)χ(xj−1,xj ](x),

we get ∣∣∣∣∣
∫ b

a

fdg − Λ̃(f ′)

∣∣∣∣∣ < ε. (3.11)

As f is uniformly continuous on [a, b], for every ε > 0, there is some δ2 such that

|f(x)− f(y)| < ε, for all x, y, |x− y| < δ2.

We take δ = min{δ1, δ2} and ‖P‖ < δ. Then

f(x)− f ′(x) = f(x)
[
χ[a,x1](x) +

n∑
2

χ(xj−1,xj ](x)
]
− f ′(x)

= (f(x)− f(x1))χ[a,x1](x) +

n∑
2

(f(x)− f(xj))χ(xj−1,xj ](x).
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As each x belongs to exactly one subinterval, say, the j0-th,

|f(x)− f ′(x)| = |f(x)− f(xj0)| < ε

if ‖P‖ < δ. That means, ‖f − f ′‖∞ < ε, so

|Λ̃f − Λ̃f ′| ≤ ‖Λ̃‖‖f − f ′‖∞ < ε‖Λ̃‖.

Combining with (3.11),∣∣∣∣∣
∫ b

a

fdg − Λ̃f

∣∣∣∣∣ ≤
∣∣∣∣∣
∫ b

a

fdg − Λ̃f ′

∣∣∣∣∣+
∣∣∣Λ̃f ′ − Λ̃f

∣∣∣ ≤ (1 + ‖Λ‖)ε.

Since ε is arbitrary and Λ̃ extends Λ,
∫
fdg = Λ̃f = Λf .

The proof of Theorem 3.14 is completed.

Perhaps you have met other “Riesz representation theorems” in Real Analysis. All these theorems
relate the space of continuous linear functionals to integrals with respect to the space of certain measures
in different contexts. A reasonably general version, which may be regarded as a higher dimensional
generalization of Theorem 3.14, can be found in chapter 2 of Rudin’s “Real and Complex Analysis”.
Riesz representation theorem is significant because it links up real analysis and functional analysis. By
the way, there are two famous mathematicians named Riesz, Frigyes and Marcel, both left footprints in
analysis. In these lectures, the Riesz always refers to the elder brother.

3.6 Reflexive Spaces

To any normed space X there associates another normed space, namely its dual X ′. Since the dual space
X ′ is again a normed space, one may consider the double dual space (X ′)′ or simply X ′′. It is interesting
to observe that any vector in X can be viewed as a vector in X ′′.

Proposition 3.15. For x0 ∈ X, define a functional x̃0 on X ′ by

x̃0(Λ) = Λx0, ∀Λ ∈ X ′.

Then x̃0 ∈ X ′′ and ‖x̃0‖ = ‖x0‖. The mapping J (called canonical identification or canonical
embedding): x0 7→ x̃0 is a norm-preserving, linear map from X to X ′′.

Notice here ‖x0‖ is the norm of x0 in X and ‖x̃0‖ stands for the operator norm in X ′′.

Proof. Clearly, J : x0 7→ x̃0 is linear. From

|x̃0(Λ)| = |Λx0| ≤ ‖Λ‖‖x0‖

we also have x̃0 ∈ X ′′ with operator norm ‖x̃0‖ ≤ ‖x0‖. By Corollary 3.10 we pick Λ0 satisfying ‖Λ0‖ = 1
and Λ0x0 = ‖x0‖. Then

‖x0‖ = Λ0x0 = x̃0(Λ0) ≤ ‖x̃0‖‖Λ0‖ = ‖x̃0‖,
so J is norm-preserving.

A normed space is called a reflexive space if the canonical identification is a norm-preserving linear
isomorphism. By Proposition 3.13 surjectivity of the canonical map is sufficient for the space to be
reflexive. Interestingly there are non-reflexible Banach spaces with the property that there exists a norm-
preserving linear isomorphism from X to X ′′. Of course, this isomorphism cannot be the canonical
identification.

It is an easy exercise to show that all finite dimensional normed spaces are reflexive.
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Proposition 3.16. `p (1 < p <∞) is a reflexive space.

Proof. For every T ∈ (`p)′, there exists a unique yT ∈ `q such that Tx =
∑
j y

T
j xj for all x in `p.

Given Λ ∈ (`p)′′, the linear functional given by Λ1y
T = ΛT is bounded in `q. By Proposition 3.5, there

exists some z ∈ `p such that ΛT = Λ1y
T =

∑
j y

T
j zj for all yT in `q. Recalling from the definition the

canonical identification of z, z∗(T ) = Tz =
∑
j y

T
j zj . By comparison we see that Λ = z∗, that is to say,

the canonical identification is surjective, so `p is reflexive.

Likewise, the Lp-space Lp(X,µ) where (X,µ) is a measure space and p ∈ (1,∞) is reflexive. This
result, also known as Riesz representation theorem, is a standard one in real analysis, see, for instance,
[Hewitt-Stromberg] or [Rudin].

Before giving some non-reflexive spaces, we note two results which may be viewed as necessary con-
ditions for reflexivity.

Proposition 3.17. A reflexive space is a Banach space.

Proof. According to Proposition 3.4, the dual space of a normed space is a Banach space. As now
X = (X ′)′ is the dual of the normed space X ′, it must be complete.

From this result, we see that (C[a, b], ‖ · ‖p) is not reflexive for p ∈ [1,∞) since C[a, b] is not complete
under the Lp-norm.

Proposition 3.18. If X ′ is separable, then X is also separable.

Proof. As X ′ is separable, the subset {Λ ∈ X ′ : ‖Λ‖ = 1} is also separable. Pick a countable dense set
{Λk} in this subset. Using the definition of the operator norm, for each Λk we can find xk, ‖xk‖ = 1,
such that Λkxk ≥ 1/2.

Let E be the closure of the span of {xk}∞1 . E is separable because all linear combinations of xk’s
with coefficients in Q or Q+ iQ form a countable dense subset in E. We shall finish the proof by showing
E = X.

For, if X \E 6= ∅ we pick x0 ∈ X \E. By Corollary 3.10 we can find some Λ0 ∈ X ′ such that Λ0 = 0
on E, ‖Λ0‖ = 1. On the other hand, as {Λk} is dense, for any ε < 1/2, there is some k0 such that
‖Λ0 − Λk0‖ < ε. It follows that for all x ∈ E, ‖x‖ = 1.

|Λk0x| ≤ |(Λk0 − Λ0)x|+ |Λ0x|
= |(Λk0 − Λ0)x|
≤ ‖Λk0 − Λ0‖ < ε.

Taking x = xk0 ,
1

2
≤ |Λk0xk0 | < ε,

contradiction holds.

Using Proposition 3.16, we see that `1 is not reflexive. For, if it is, then (`∞)′ = (`1)′′ = `1. As `1

is separable, `∞ must be separable. However, this is in conflict with Proposition 2.7. Similarly it is not
hard to show that the dual of C[a, b] is not separable, so C[a, b] is not reflexive.

Reflexive spaces have many nice properties. They arise from many contexts, for instance, the Sobolev
spaces W k,p(Rn), 1 < p < ∞, are an indispensable tool in the modern study of partial differential
equations. They reflexive and separable. The interested reader may google for it.

To end this section, we point out three further properties of a reflexive space:
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First, any closed subspace of a reflexive space is also a reflexive space. Second, a Banach space is
reflexive if and only if its dual is reflexive. The proofs of these two results are elementary and left as
exercises. Third, the best approximation problem (see Section 2.4) always has an affirmative answer in a
reflexive space. More precisely, let C be a closed, convex subset in this space and x0 a point lying outside
C. Then there exists a point z0 in C such that ‖x− z0‖ ≤ ‖x− z‖ for all z ∈ C. We will defer the proof
until Chapter 7 where more properties of reflexive spaces can be found.

Exercise 3

1. (a) Let Λi, i = 1, 2 be two linear functionals on a vector space such that N(Λ1) = N(Λ2). Show
that Λ1 = cΛ2 for some non-zero scalar c.

(b) Let Λi, i = 1, · · · , n be linear functionals on a vector space. For some linear functional Λ,
suppose that Λx = 0 for all those x in

⋂
iN(Λi). Show that Λ is a linear combination of Λi’s.

2. Show that a linear functional Λ on a normed space is bounded if and only if its kernel is closed.
Hint: The proof is short and elementary.

3. Let (X, || · ||)) be an infinite dimensional normed space. Given any Λ1, · · · ,Λn in X ′. Show that
there exists a non-zero point x ∈ X satisfying Λjx = 0 for all j = 1, · · · , n.

4. Verify the following linear functionals are bounded and determine their operator norms (without
rigorous proofs):

(a) Λx ≡ a1x1 + · · ·+ anxn, x = (x1, · · · , xn), on Rn under the Euclidean norm.

(b) δ ∈ L(Cb(R),R), δf ≡ f(x0) where x0 is a given point.

(c) T ∈ L(C[0, 1],R),

Tf ≡
∫ 1

0

f(x)g(x)dx,

where g is a given continuous R-valued function on [0, 1].

(d) The same as in (b) except now R is replaced by C.

(e) S ∈ L(lp,R), Sx ≡ x5 where x = (x1, x2, · · · ).

5. Show that (`1)′ = `∞.

6. Provide a detailed proof that the map Φ in the proof of Proposition 3.5 is onto `q and its inverse is
given by Ψ.

7. Show that (c0)′ = `1 where c0 is the space of all sequences converging to 0 (“null sequences”) under
the sup-norm.

8. Let p be a gauge on the vector space X. Assume the set C = {x ∈ X : p(x) < 1} is non-empty.
Show that C is convex, and, for any α ∈ (0, 1), αx ∈ C.

9. Let C be a non-empty convex set containing 0 in the vector space X. (a) Show that pC(x) ≤ 1 for
all x in C. (b) Under what conditions on C do we have C = {x : pC(x) < 1} ?

The following two exercises, which will be used in Chapter 7, are concerned with separating two
convex sets in a vector space.

10. Let A and B be two non-empty, disjoint, convex sets in the real vector space X. Show that there
exists a non-zero linear functional Λ such that Λx ≤ Λy for all x ∈ A and y ∈ B. Hint: Define
C = A − B + z where z is a point from B − A. Then 0 belongs to C and z lies outside. Define
some linear functional Λ0 on the one-dimensional space spanned by z so that it is dominated by
the gauge of C, and apply the general Hahn-Banach theorem.
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11. Let A and B as above where now X is normed. (a) Let A be open. Show that there is a bounded
linear functional Λ such that Λx < Λy for all x ∈ A and y ∈ B. This is the weak separation form
of the geometric Hahn-Banach theorem.

(b) Let A be sequentially compact and B closed. Show that there exist a bounded linear functional
Λ and two constants α, β, such that

Λx < α < β < Λy, for all x ∈ A, y ∈ B.
This is the strong separation form of the geometric Hahn-Banach theorem.

12. In the proof of Theorem 3.6 in class I assumed that the vector space is real. Read Lemma 3.8 for
the complex version.

13. Let p1 and p2 be two subadditive and positive homogeneous functions on X over R. Let Λ ∈ L(X,R)
satisfying

Λx ≤ p1(x) + p2(x), ∀x ∈ X.
Show that there exist Λ1 and Λ2 in L(X,R) such that Λ = Λ1 + Λ2 and Λ1x ≤ p1(x), Λ2x ≤ p2(x).
Hint: Consider p(x, y) = p1(x) + p2(y) on X ×X which is subadditive and positive homogeneous
and Λ0(x, x) ≡ Λx.

14. Define the shift operator on `∞ by S(x1, x2, x3, · · · ) = (x2, x3, · · · ). Show that there exists a
bounded linear functional B on `∞ over reals satisfying

(a) Bx = limk→∞ xk provided the limit exists;

(b) limk→∞xk ≤ Bx ≤ limk→∞xk, and

(c) Bx = B(Sx), ∀x ∈ `∞.
(d) Show that B(1, 0, 1, 0, · · · ) = (1/2, 1/2, · · · ).
(e) Show Bx cannot be expressed as

∑∞
1 kjxj for some (k1, k2, · · · ) ∈ `1.

Bx is called the Banach limit of the sequence x. Hint: Set ΛNx = (x1+· · ·+xN )/N, Y = {x ∈ `∞ :
limN→∞ ΛNx exists}. Then define B0x = limN→∞ ΛNx on Y and consider p(x) = limN→∞ΛNx.)

15. (a) Prove that if Λ1 and Λ2 are both dual points of x in a normed space (that’s, Λix = ‖x‖, ‖Λi‖ =
1, i = 1, 2), then (Λ1 + Λ2)/2 is also a dual point of x.

(b) Show that the dual point in `p, 1 < p < ∞, is unique. You need to use the equality case in
Young’s inequality.

16. Show that for a separable normed space X, there exists a countable set {Λj} ⊂ X ′ such that

‖x‖ = sup
j

|Λjx|
‖Λj‖

.

17. Optional readings: Chapters 3 and 4 of Lax’s “ Functional Analysis” contain more results and
applications on Hahn-Banach theorem. Also look up Wikipedia on this item.

18. Prove Fact 1 in Section 3.5.

19. Let f be bounded and g be increasing on [a, b]. The upper and lower Darboux sums of f with
respect to g and the partition P are given respectively by

U(f, g, P ) =
∑
j

sup
x∈Ij

f(x)(g(xj+1)− g(xj)),

and
L(f, g, P ) =

∑
j

inf
x∈Ij

f(x)(g(xj+1)− g(xj)).

Show that
(a) U(f, g, P ) decreases and L(f, g, P ) increases when P is refined.

(b) L(f, g, P ) ≤ U(f, g, P ′) for any two partitions.

(c) If f ∈ C[a, b] then ∀ε > 0, there exists P such that U(f, g, P )− L(f, g, P ) < ε.
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20. Show that C[a, b] ⊂ Rg[a, b] for any monotone function g on [a, b].

21. Prove that any BV -function g can be written as the difference of two increasing functions. This is
Jordan decomposition theorem. At each x ∈ [a, b], define the increasing function Ng by

Ng(x) = sup
∑
j

|g(xj+1)− g(xj)|

where the supremum is over all partitions of [a, x]. Show that Ng(y) ≥ Ng(x) + |g(x) − g(y)|, for
y > x.

22. Let f ∈ C[a, b] and g ∈ BV [a, b], Then for any sequence of partitions with length tending to 0, the
corresponding R-S sums tends to the RS-integral.

23. Let g be an increasing function and g̃ the right continuous function obtained from g. Prove that∫
f dg̃ =

∫
f dg, ∀f ∈ C[a, b].

24. Let g1 and g2 be right continuous functions in BV0[a, b] satisfying∫
f dg1 =

∫
f dg2, ∀f ∈ C[a, b].

Show that g1 = g2 on [a, b]. Hint: Let c ∈ [a, b) and take δ > 0 small. Plug in

f(x) =

{
1, x ∈ [a, c]
0, x ∈ [c+ δ, b]

and f is linear in [c, c+ δ]. Then use

0 = g(c) +

∫ c+δ

c

f dg,

where g = g2 − g1. For the second term we have the formula∫ c+δ

c

f dg = −g(c)− 1

δ

∫ c+δ

c

g dx

and then pass δ → 0.

25. Prove that C[a, b]′ is not separable. Suggestion: Consider the evaluation maps.

26. Consider the space consisting of all polynomials as a subspace of L2[a, b]. Is it reflexive?

27. Use Proposition 3.14 to provide a short proof of the following completion theorem: To every normed

space X there exists a Banach space X̃ and a norm-preserving linear injection Φ from X to X̃ so

that Φ(X) is dense in X̃.

28. Prove that any closed subspace of a reflexive space is also reflexive. Suggestion: By Hahn-Banach
theorem there is a “restriction map” from X ′ to Y ′ where Y is a closed subspace of X. It induces
a linear map from Y ′′ to X ′′. Since X is reflexive, the image of this linear map comes from some
vector in X. Then show that in fact this vector belongs to Y by the spanning criterion.

29. Show that a Banach space is reflexive if and only if its dual space is reflexive.



Chapter 4

Bounded Linear Operator
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We studied normed spaces in the previous three chapters. Now we come to bounded linear operators
on these spaces. A bounded linear operator is the infinite dimensional analog of a matrix. The norm-
preserving linear isomorphism and the canonical identification studied the previous chapters are special
cases of bounded linear operators. They are very special ones. Due to the complexity of the structure of
infinite dimensional spaces, bounded linear operators are much more diverse and difficult to investigate
than matrices, and yet there are many applications. After introducing basic definitions and properties
in Section 1 and examining some examples in Section 2, we turn to two theorems, namely, the uniform
boundedness principle and the open mapping theorem. Together with Hahn-Banach theorem, they form
the cornerstone of the subject. Nevertheless, unlike the Hahn-Banach theorem, both theorems depend
critically on completeness. The careful reader should keep tracking how completeness is involved in the
proofs of these theorems. We end this chapter with a brief discussion on the spectrum of a bounded
linear operator. Being the infinite dimensional counterpart of the eigenvalues of a matrix, spectra play
an important role in analyzing bounded linear operators.

4.1 Bounded Linear Operators

Let X and Y be two vector spaces over F. Recall that a map T : X → Y is a linear operator (usually
called a linear transformation in linear algebra) if for all x1, x2 ∈ X and α, β ∈ F,

T (αx1 + βx2) = αT (x1) + βT (x2).

The null space (or kernel) of T , N(T ), is the set {x ∈ X : Tx = 0} and the range of T is denoted by
R(T ). Both N(T ) and R(T ) are subspaces of X and Y respectively.

The collection of all linear operators from X to Y forms a vector space L(X,Y ) under pointwise
addition and scalar multiplication of functions.

When X = Fn and Y = Fm, any linear operator (or called linear transformation) can be represented
by an m× n matrix with entries in F. The vector space L(Fn,Fm) is of dimension mn.

When X and Y are normed, one prefers to study continuous linear operators. T ∈ L(X,Y ) is
continuous means it is continuous as a mapping from the metric space X to the metric space Y . It is
called a bounded linear operator if it maps any bounded set in X to a bounded set in Y . By linearity,
it suffices to map a ball to a bounded set. We encountered the same situation when the target space is
the scalar field in Chapter 3.

Parallel to Proposition 3.2, we have

Proposition 4.1. Let T ∈ L(X,Y ) where X and Y are normed spaces. We have

(a) T is continuous if and only if it is continuous at a point.

(b) T is bounded if and only if there exists a constant C > 0 such that

‖Tx‖ ≤ C‖x‖, for all x.

49
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(c) T is continuous if and only if T is bounded.

We leave the proof of this proposition to the reader.

We denote the collection of all bounded linear operators from X to Y by B(X,Y ). It is a subspace
of L(X,Y ). They coincide when X and Y are of finite dimension, of course.

We observe that X ′ = B(X,F).

The space B(X,Y ) not only inherits a vector space structure from X and Y but also a norm structure.
For T ∈ B(X,Y ), define its operator norm by

‖T‖ ≡ sup
x 6=0

‖Tx‖
‖x‖

= sup
‖x‖=1

‖Tx‖.

It is immediate to check that ‖ ·‖ makes B(X,Y ) into a normed space. Furthermore, for T ∈ B(X,Y )
and S ∈ B(Y,Z), the composite operator ST ∈ B(X,Z) and

‖ST‖ ≤ ‖S‖‖T‖.

Taking X = Y = Z, it means we have a multiplication structure on B(X) which makes B(X) a Banach
algebra. Banach algebra is an advanced topic which has many applications in abstract harmonic anal-
ysis. We will not discuss it further. Nevertheless, the multiplicative property still has some interesting
implications, where the reader can find one in Theorem 4.4.

The following proposition is useful in determining the operator norm.

Proposition 4.2. Let T ∈ B(X,Y ). Suppose M is a positive number satisfying

(a) ‖Tx‖ ≤M‖x‖, for all x ∈ D where D is a dense set in X, and

(b) there exists a nonzero sequence {xk} ⊂ D such that ‖Txk‖/‖xk‖ →M .

Then M = ‖T‖.

Proof. For any x ∈ X, pick a sequence yk → x, yk ∈ D. Then ‖Tx‖ = limk→∞ ‖Tyk‖ ≤M limk→∞ ‖yk‖ =
M‖x‖ shows that ‖Tx‖ ≤M‖x‖, for all x ∈ X. By the definition of the operator norm,

‖T‖ ≤ sup
‖x‖=1

‖Tx‖ ≤M.

On the other hand, for the sequence {xk} given in (b),

M = lim
k→∞

‖Txk‖
‖xk‖

≤ ‖T‖,

so M = ‖T‖.

The following result, which generalizes Proposition 3.4, can be established in a similar way.

Proposition 4.3. B(X,Y ) is a Banach space if Y is a Banach space.

Let T ∈ B(X,Y ) where X and Y are normed spaces. Then T is called invertible if it is bijective with
the inverse in B(Y,X). When X and Y are finite dimensional, every linear bijective map is automatically
bounded, so it is always invertible. However, this is no longer true in the infinite dimensional setting.
In many applications, some problem can be rephrased to solving the equation Tx = y in some spaces
for some linear operator T . The invertibility of T means the problem has a unique solution for every y.
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Furthermore, for two solutions Txi = yi, i = 1, 2, the continuity of T−1 implies the estimate ‖x2 − x1‖ ≤
C‖y2 − y1‖, C = ‖T−1‖, from which we see that the solution depends continuously on the given data.
This is related to the concept of well-posedness in partial differential equations.

The following general result is interesting.

Theorem 4.4. Let T ∈ B(X,Y ) be invertible where X is a Banach space. Then S ∈ B(X,Y ) is invertible
whenever S satisfies ‖I − T−1S‖, ‖I − ST−1‖ < 1.

The conditions ‖I − T−1S‖ and ‖I − ST−1‖ < 1 should be understood as a measurement on how
S is close to T . The idea behind this theorem as follows. We would like to solve Sx = y for a given
y. Rewriting the equation in the form Tx + (S − T )x = y and applying the inverse operator to get
(I − E)x = T−1y where I is the identity operator on B(X,X) and E = T−1(T − S) ∈ B(X,X) is small
in operator norm. So the solution x should be given by (

∑∞
j=0E

j)T−1y as suggested by the formula

(1− x)−1 =
∑
j x

j for |x| < 1.

Our proof involves infinite series in B(X,X). As parallel to what is done in elementary analysis, an
infinite series

∑
k xk, xk ∈ (X, ‖ · ‖), is convergent if its partial sums sn =

∑n
1 xk form a convergent

sequence in (X, ‖ · ‖). We note the following criterion, “M-Test”, for convergence.

Proposition 4.5. An infinite series
∑
k xk in the Banach space X is convergent if there exist ak ≥ 0

such that ‖xk‖ ≤ ak for all k and
∑
k ak is convergent.

Proof. We have

‖sn − sm‖ = ‖
n∑

m+1

xk‖ ≤
n∑

m+1

‖xk‖ ≤
n∑

m+1

ak,

and the result follows from the convergence of
∑
k ak and the completeness of X.

In particular, the series is convergent if there exists some ρ ∈ (0, 1) such that ‖xk‖ ≤ ρk for all k.

Corollary 4.6. Let L ∈ B(X,X) where X is a Banach space with ‖L‖ < 1. Then I − L is invertible
with inverse given by

(I − L)−1 =

∞∑
k=0

Lk.

Proof. By assumption, there exists some ρ ∈ (0, 1) such that ‖L‖ ≤ ρ. From ‖Lk‖ ≤ ‖L‖k ≤ ρk and
Proposition 4.5 that

∑∞
k=0 L

k converges in B(X,X). Moreover,

(I − L)

∞∑
k=0

Lk =

∞∑
k=0

(I − L)Lk = lim
n→∞

n∑
k=0

(I − L)Lk = lim
n→∞

(I − Ln+1) = I.

Similarly,
∑∞
k=0 L

k(I − L) = I.

Proof of Theorem 4.4. We adopt the notations in the above paragraph. As ‖E‖ < 1 by assumption,
Corollary 4.6 implies that

∑∞
j=0E

j is the inverse of I−E. Letting x = (
∑∞
j=0E

j)T−1y, then (I−E)x =

T−1y, that is, Sx = y. We have shown that S is onto. Also it is bounded. On the other hand, from
‖(S − T )x‖ = ‖(ST−1 − I)Tx‖ ≤ ‖ST−1 − I‖‖Tx‖, we have

‖Sx‖ ≥
∣∣‖Tx‖ − ‖(S − T )x‖

∣∣
≥ (1− ‖I − ST−1‖)‖Tx‖

≥ (1− ‖I − ST−1‖)
‖T−1‖

‖x‖,
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So S has a bounded inverse. We have completed the proof of this theorem.

As an application let us show that all invertible linear operators form an open set in B(X,Y ) when
X is complete. Let T0 be invertible. Then for each T satisfying ‖T − T0‖ < ρ ≡ 1/‖T−1

0 ‖, we have
‖I − T−1

0 T‖ ≤ ‖T−1
0 ‖‖T0 − T‖ < 1, so by this theorem T is invertible. That means the ball Bρ(T0) is

contained in the set of all invertible linear operators, and consequently it is open. For an n× n-matrix,
its corresponding linear transformation is invertible if and only if it is nonsingular. Again a matrix is
nonsingular if and only if its determinant is non-zero. As the determinant is a continuous function on

matrices (as the space Fn2

), for all matrices close to a nonsingular matrix their determinants are non-zero,
so all nonsingular matrices form an open set in the vector space of all n×n-matrices. Theorem 4.4 shows
that this result holds in general.

A main theme in linear algebra is to solve the nonhomogeneous linear system

Ax = b,

where A is an m×n matrix and b ∈ Rm are given. The Fredholm alternative states that either this linear
system is uniquely solvable, or the homogeneous system

A′y = 0,

has nonzero solutions y, where A′ is the transpose matrix of A. Moreover, when this happens, the
nonhomogeneous system is solvable if and only if b is perpendicular to all solutions y of the homogeneous
system. Can we extend this beautiful result to linear operators in Banach spaces? We need to answer the
following question before we can proceed, namely, how do we define the transpose of a linear operator?

For a bounded linear operator T from the normed space X to another normed space Y there associates
with a linear operator T ′ from Y ′ to X ′ called the transpose of T . Indeed, we define T ′ by

T ′y′(x) ≡ y′(Tx), for all y′ ∈ Y ′, x ∈ X.

It is straightforward to prove the following result.

Proposition 4.7. Let T ′ be defined as above. Then

(a) T ′ is a bounded linear operator from Y ′ to X ′. Furthermore, ‖T ′‖ = ‖T‖.

(b) The correspondence T → T ′ is linear from B(X,Y ) to B(Y ′, X ′).

(c) If S ∈ B(Y,Z) where Z is a normed space, then (ST )′ = T ′S′.

We examine the finite dimensional situation. Let T be a linear operator from Fn to Fm. Let {ej} and
{fj} be the canonical bases of Fn and Fm respectively. We have Tx =

∑
akjαjfk where x =

∑
j αjej ,

so T is represented by the matrix m × n-matrix (akj). On the other hand, we represent T ′ as a matrix
with respect to the dual canonical bases {f ′j} and {e′j} as T ′y′ =

∑
bkjβje

′
k where y′ =

∑
j βjf

′
j . From

the relation T ′y′(ej) = y′(Tej) for all j we have bkj = ajk. Thus the matrix of T ′ is the transpose of the
matrix of T . This justifies the terminology. In some books it is called the adjoint of T . Here we shall
reserve this terminology for a later occasion.

There are close relations between the ranges and kernels of T and those of its transpose which now
we explore. Recall that the kernel of T ∈ B(X,Y ) is given by N(T ) = {x ∈ X : Tx = 0.} and its range
is R(T ) ≡ T (X). The null space is always a closed subspace of X and R(T ) is a subspace of Y , but it
may not be closed.

For a subspace Y of the normed space X, we define its annihilator to be

Y ⊥ = {x′ ∈ X ′ : x′(y) = 0, for all y ∈ Y }.

Similarly, for a subspace G of X ′, its annihilator is given by

⊥G = {x ∈ X : x′(x) = 0, for all x′ ∈ G}.
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It is clear that the annihilators in both cases are closed subspaces, and the following inclusions hold:

Y ⊂⊥ (Y ⊥),

and
G ⊂ (⊥G)⊥.

Lemma 4.8. Let X be a normed space, Y a closed subspace of X and G a closed subspace of X ′. Then

(a)

Y =⊥ (Y ⊥);

(b) in addition, if X is reflexive,

G = (⊥G)⊥.

Proof. (a) It suffices to show ⊥(Y ⊥) ⊂ Y . Any x0 ∈⊥ (Y ⊥) satisfies Λx0 = 0 whenever Λ vanishes on
Y . By the spanning criterion (or Theorem 3.9), x0 belongs to Y .

(b) It suffices to show (⊥G)⊥ ⊂ G. Any Λ1 ∈ (⊥G)⊥ satisfies Λ1x = 0 for all x ∈⊥ G. If Λ1 does not
belong to G, as G is closed and the space is reflexive, there is some x1 ∈ X such that Λ1x1 6= 0 and
x1 ∈⊥ G according to Theorem 3.9, contradiction holds.

Proposition 4.9. Let X and Y be two normed spaces and T ∈ B(X,Y ). Then we have

N(T ′) = R(T )
⊥
,

N(T ) =⊥ R(T ′),

⊥N(T ′) = R(T ),

N(T )⊥ = (⊥R(T ′))⊥.

Proof. T ′y′0 = 0 means T ′y′0(x) = 0 for all x ∈ X. By the definition of the transpose of T we have

y′0(Tx) = 0 for all x. Since T is continuous, y′0 ∈ R(T )
⊥
. We conclude that N(T ′) ⊂ R(T )

⊥
. By reversing

this reasoning we obtain the other inclusion, so the first identity holds.

The second identity can be proved in a similar manner.

The third and the fourth identities are derived from the first and the second after using the previous
lemma.

It is clear that we have

Corollary 4.10. Let X and Y be normed and T ∈ B(X,Y ). Then R(T ) is dense in Y if and only if T ′

is injective.

The significance of this result is evident. It shows that in order to prove the solvability of the equation
Tx = y for any given y ∈ Y , it suffices to show that the only solution to T ′y′ = 0 is y′ = 0. This sets up
a relation between the solvability of the equation Tx = y and the uniqueness of the transposed equation
T ′x = 0.

Fredholm alternative can be established for linear operators with more structure. For instance, in
Chapter 6 we will show that it holds for T = Id+K where K is a compact operator on a Hilbert space.
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4.2 Examples of Linear Operators

There are plenty linear operators in analysis. Here we discuss some examples.

Linear operators on sequence spaces are direct generalization of linear transformations on Fn. Let
x = (x1, x2, · · · ) be a sequence. Then Tx = (y1, y2, · · · ) is again a sequence whose entries yk depends
linearly on x. You may write it formally as

yk =

∞∑
j=1

cjkxj .

Depending on which sequence space and the growth on the coefficients cjk, T defines a bounded linear
operator or an unbounded one.

Let us consider two cases. First, let {aj} be a null sequence with nonzero terms and define a linear
operator from `p to itself by Tx ≡ (a1x1, a2x2, · · · , ). It is clear that |Tx|p ≤ ‖a‖∞‖x‖p so T is bounded.
However, it is not invertible because its inverse is not bounded. To see this, assume T−1 exists. But then
T−1ej = a−1

j ej which implies that |a−1
j |’s are uniformly bounded, contradicting that {aj} is null.

Second, the shift (to the right) operator SR : `p 7→ `p(1 ≤ p ≤ ∞) given by

SR(x1, x2, x3, · · · ) = (0, x1, x2, x3, · · · ).

It is easily checked that SR ∈ B(`p, `p) and ‖SR‖ = 1 . Obviously SR is not onto, so it is not invertible.

Now, we consider integral operators. These operators arise as the inverse operators for differential
operator as well as convolution operators. We restrict our attention on the one dimensional situation.
Fix a continuous function K ∈ C([a, b]× [a, b]) (usually called the integral kernel) and define

I f(x) =

∫ b

a

K(x, y)f(y)dy, for all f ∈ C[a, b].

Clearly I is linear. Let’s show that it is also bounded on C[a, b]. In fact,

|I f(x)| ≤
∫ b

a

|K(x, y)||f(y)|dy ≤M‖f‖∞

where M = supx
∫ b
a
|K(x, y)|dy. So ‖I ‖ ≤ M . By some careful work, one can show that ‖I ‖ is equal

to M precisely.

Integral operators can also be defined in other spaces. To do this we note the following lemma.

Lemma 4.11. Let X and Y be Banach spaces and T is a linear operator from X1 to Y where X1 is a
dense subspace of X. Suppose that there is a constant C such that

‖Tx‖ ≤ C‖x‖,

for all x ∈ X1. Then T can be uniquely extended to a bounded linear operator from X to Y whereas the
above estimate holds on X.

We leave the proof of this lemma as an exercise. We shall make no difference between T and its
extension.

We apply this lemma to the Lp-spaces. From the estimate∫ b

a

∣∣∣ ∫ b

a

K(x, y)f(y)dy
∣∣∣pdx ≤ (b− a) max |K|p

( ∫ b

a

|f(y)|dy
)p

≤ (b− a)p max |K|p
( ∫ b

a

|f(y)|pdy
)
,
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we see that I can be extended to become a bounded linear operator on Lp[a, b] by the lemma. Although
the integral ∫ b

a

K(x, y)f(y)dy

may not make sense for the “ideal points” in Lp[a, b], it is customary to denote it by the same expression
for all points in this space.

In passing one should note that the abuse of notation I ; I f first stands for f ∈ C[a, b] but then for
its extension in Lp(a, b) for all p.

What is the transpose of I ? Let us determine it on L2(a, b). From real analysis we know that this
space is self-dual, that is, any bounded linear functional on L2(a, b) is given by

Λg(f) =

∫ b

a

f(x)g(x)dx,

for some g ∈ L2(a, b), that is, the map Φ : L2(a, b) → L2(a, b)′ given by g 7→ Λg is a norm-preserving
linear isomorphism. Now, from the definition for the transpose,

(I ′Λg)(f) = Λg(I f) =

∫ b

a

( ∫ b

a

K(x, y)f(y)dy
)
g(x)dx =

∫ b

a

h(x)f(x)dy,

where

h(x) =

∫ b

a

K(y, x)g(y)dy.

Hence I ′Λg = Λh. Since L2(a, b)′ may be identified with L2(a, b) via Φ, the transpose of I may be
viewed as a map on L2(a, b) to itself given by

I ′f(x) =

∫ b

a

K(y, x)f(y)dy.

In particular, I = I ′ when K(x, y) is symmetric in x and y.

Now given a continuous function f in C(S1) (the space of all continuous, 2π−periodic functions) we
can define a sequence of complex numbers by its Fourier coefficients

cn =

∫ 2π

0

f(x)e−inxdx, for n ∈ Z.

The Parseval identity ∑
n∈Z
|cn|2 =

∫ 2π

0

|f(x)|2dx

shows that the linear operator F : (C(S1), ‖ · ‖2)→ `2(Z) assigning f to {cn} can be extended to become
a norm preserving linear isomorphism from L2(S1) to `2. In particular, F is invertible. This result partly
justifies the assertion that a function is determined by its Fourier series.

In the study of the well-posedness of solutions of partial differential equations we encounter numerous
linear operators. This provides opportunity to apply the soft method of functional analysis to partial
differential equations. Very often it is crucial to find the most appropriate spaces for the differential
operator or its inverse operator to act on.

Finally, let’s consider the differential operator. Let X be the subspace of C[0, 1] consisting of continu-
ous differentiable functions. The differential operator d/dx maps X to C[0, 1]. It is linear but unbounded.
Taking fk = sin kx, ‖dfk/dx‖∞ = ‖k cos kx‖∞ = k → ∞, but ‖fk‖∞ = 1. Beyond this introductory
course, unbounded operators play an important role in quantum physics.
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4.3 Baire Theorem

In the next two sections we shall discuss the uniform boundedness principle and the open mapping
theorem both due to Banach. The underlying idea of the proofs of these theorems is the Baire theorem
for complete metric spaces.

The motivation is somehow a bit strange at first glance. It is concerned with the decomposition
of a space as a union of subsets. For instance, we can decompose the plane R2 as the union of strips
R2 =

⋃
k∈Z Sk where Sk = (k, k + 1]× R. In this decomposition each Sk is not so sharply different from

R2. Aside from the boundary, the interior of each Sk is just like the interior of R2. On the other hand,
one can make the more extreme decomposition: R2 =

⋃
α∈R lα where lα = {α} ×R. Each lα is a vertical

straight line and is very different from R2. It is simpler in the sense that it is one-dimensional and has
no area. The sacrifice is now we need an uncountable union. The question is: Can we represent R2 as
a countable union of these sets (or sets with lower dimension)? It turns out that the answer is no. The
obstruction comes from the completeness of the ambient space.

We need one definition. Let (X, d) be a metric space. A subset E of X is called nowhere dense if
its closure does not contain any metric ball. Equivalently, E is nowhere dense if X \ E is dense in X.
Note that a set is nowhere dense if and only if its closure is nowhere dense. The following result is called
Baire theorem.

Theorem 4.12. Let {Ek}∞1 be a sequence of nowhere dense subsets of (X, d) where (X, d) is complete.
Then X \

⋃
Ek is dense in X.

In particular, this theorem asserts that it is impossible to express a complete metric space as a
countable union of nowhere sets. In applications, we often use it in the following form: Suppose X =⋃∞

1 Ek. Then at least the closure of one of the Ek’s has non-empty interior. An equivalent formulation
is also useful: The intersection of countably many open dense sets in a complete metric space is again a
dense set (though not necessarily open.)

Lemma 4.13. Let {Bj} be a sequence of closed balls in the complete metric space X which satisfies

Bj+1 ⊂ Bj and diam Bj → 0. Then
⋂∞
j=1Bj consists of a single point.

Proof. Pick xj from Bj to form a sequence {xj}. As the diameters of the balls tend to zero, {xj} is a

Cauchy sequence. By the completeness of X, {xj} converges to some x∗. Clearly x∗ belongs to all Bj
and is unique.

Proof of Theorem 4.10. By replacing Ej by its closure if necessary, we may assume all Ej ’s are closed
sets. Let B0 be any ball. We want to show that B0

⋂
(X \

⋃
j Ej) 6= ∅.

As E1 is nowhere dense and closed, we can find a closed ball B1 ⊂ B0 such that B1 ∩ E1 = ∅ and
its diameter d1 ≤ d0/2, the diameter of B0. Next, as E2 is nowhere dense and closed, by the same
reason there is a closed ball B2 ⊂ B1 such that B2 ∩ E2 = ∅ and d2 ≤ d1/2. Repeating this process, we
obtain a sequence of closed balls Bj satisfying (1) Bj+1 ⊂ Bj , (2) dj ≤ d0/2

j , and (c) Bj is disjoint from

E1, · · · , Ej . By Lemma 4.13 there is a point x∗ in the common intersection of all Ej ’s. As x∗ ∈ Bj for
all j, x∗ ∈ B0 \

⋃
j Ej .

Baire theorem has many interesting applications. We include a short one here. You can find more in
the next sections and the exercises.

Proposition 4.14. Any basis of an infinite dimensional Banach space contains uncountably many vec-
tors.

Proof. First we claim any finite dimensional subspace of an infinite dimensional normed space is nowhere
dense. Let E be such a subspace. As it is finite dimensional, it is closed. (Why?) Pick x0 ∈ X\E, ‖x0‖ = 1
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(such x0 exists because X is of infinite dimensional). For any x ∈ E and ε > 0, the point xε = x+ εx0 ∈
X \ E and ‖x− xε‖ < ε, so E = E does not contain any ball.

Let B be a countable basis of X, B = {xk}∞k=1. By the definition of a basis,

X =

∞⋃
n=1

En, En = 〈x1, · · · , xn〉.

But this is impossible according to Baire theorem!

4.4 Uniform Boundedness Principle

The following uniform boundedness principle is also called Banach-Steinhaus theorem as a tribute
to its discoverers. Steinhaus was the teacher of Banach.

Theorem 4.15. Let T be a family of bounded linear operators from a Banach space X to a normed
space Y . Suppose that T is pointwisely bounded in the sense that for all x, there exists a constant Cx
such that ‖Tx‖ ≤ Cx for all T ∈ T . Then we can find a constant M such that ‖T‖ ≤M , for all T ∈ T .

Proof. Let Ek = {x ∈ X : ‖Tx‖ ≤ k, for all T ∈ T }. We observe that

X =

∞⋃
k=1

Ek.

This is simply because for any x ∈ X, ‖Tx‖ ≤ Cx by assumption. Hence x ∈ Ek for all k ≥ Cx. Clearly
each Ek is closed. By Baire theorem there is some Ek0 which contains a ball B. It follows from the lemma
below that ‖T‖ ≤M , for all T ∈ T .

Lemma 4.16. Let T ∈ L(X,Y ) where X and Y are normed spaces. Suppose that ‖TBρ(x0)‖ ≤ C. Then
‖T‖ ≤ 2C/ρ−1.

Proof. As Bρ(0) = Bρ(x0)− x0, by linearity, we have

‖TBρ(0)‖ ≤ ‖TBρ(x0)‖+ ‖Tx0‖ ≤ C + ‖Tx0‖,

so

‖T‖ = sup ‖TB1(0)‖ ≤ C + ‖Tx0‖
ρ

≤ 2C

ρ
.

Uniform boundedness principle does not hold when the completeness of X is removed, see exercise.

An alternative formulation of this principle is sometimes quite useful. A vector x0 is called a reso-
nance point for a family of bounded linear operators T if supT∈T ‖Tx0‖ =∞.

Theorem 4.17. Let T be a family of bounded linear operators from X to Y where X is a Banach space
and Y is a normed space. Suppose that supT∈T ‖T‖ = ∞. Then the resonance points of T forms a
dense set in X.

Proof. Suppose resonance points are not dense. There exists a ball Bρ(x0) on which T is pointwisely
bounded, that’s, for all x ∈ Bρ(x0), ‖Tx‖ ≤ Cx, for all T ∈ T . For any x ∈ X, z = ρx/‖x‖+x0 ∈ Bρ(x0),

‖T (ρ
x

‖x‖
+ x0)‖ = ‖Tz‖ ≤ Cz, for all T ∈ T



58 CHAPTER 4. BOUNDED LINEAR OPERATOR

implies

‖Tx‖ ≤ (Cz + ‖Tx0‖)
ρ

‖x‖, for all T ∈ T .

So T is pointwisely bounded on the whole X. By Banach-Steinhaus theorem, ‖T‖ ≤ M for all T . But
this is impossible by assumption.

We give an application of Theorem 4.17 to Fourier series. Recall that for any Riemann integrable
function f of period 2π, its Fourier series is given by

a0

2
+

∞∑
1

(an cosnx+ bn sinnx),

where

an =
1

π

∫ π

−π
f(y) cosnydy, n ≥ 0,

and

bn =
1

π

∫ π

−π
f(y) sinnydy, n ≥ 1.

We list the following facts (see, for instance, Stein and Shakarchi “Fourier Analysis”):

(1) The n-th partial sum Snf of the Fourier series

(Snf)(x) =
a0

2
+

n∑
k=1

(ak cos kx+ bk sin kx)

has a closed form

(Snf)(x) =
1

2π

∫ π

−π

sin((n+ 1
2 )(y − x))

sin y−x
2

f(y)dy.

(2) It is believed that the formula

f(x) =
a0

2
+

∞∑
1

(ak cos kx+ bk sin kx)

should hold for “sufficiently nice functions”.

(3) Taking f0(x) = 1 (0 ≤ x ≤ π) and f0(x) = 0 (−π ≤ x < 0) and extend it periodically in R. The
Fourier series of f0 is

1

2
+
∑
k odd

2

kπ
sin kx.

We have f0(0) = 0 but the value of the Fourier series at 0 is 1
2 . This shows that “sufficiently nice

functions” should exclude discontinuous ones.

(4) For any Lipschitz continuous, 2π-periodic function f , its Fourier series converges uniformly to f
everywhere.

For continuous 2π-periodic functions it took some time to produce an example, see [Stein-Shakarchi]
for an explicit construction.

Here we present a soft proof of a stronger result. Denote by C(S1) the vector space of all continuous,
2π-periodic functions. It can be identified with {f ∈ C[−π, π] : f(−π) = f(π)}, which is a closed subspace
of C[−π, π] under the sup-norm.
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Theorem 4.18. The subset {f ∈ C(S1) : The Fourier series of f diverges at 0} is dense in C(S1). In
particular, f is not equal to its Fourier series at 0.

Proof. We note that each partial sum f 7→ Snf may be regarded as a linear operator, so composing with
the evaluation at 0, Λnf = (Snf)(0), or

Λnf =
a0

2
+

n∑
1

ak,

forms a bounded linear functional on C(S1).

From the closed form of the partial sums we have

Λnf =
1

2π

∫ π

−π

sin((n+ 1
2 )y)

sin y
2

f(y)dy.

The integral kernel K(x) = sin((n + 1/2)x)/ sinx/2 is continuous provided we set K(0) = 2n + 1. Its
operator norm is equal to

‖Λn‖ =
1

2π

∫ π

−π

| sin((n+ 1
2 )y)|

| sin y
2 |

dy

by the lemma below. We claim that supn ‖Λn‖ =∞. This is done by a direct computation:

‖Λn‖ =
1

π

∫ π

0

| sin((n+ 1
2 )y)|

sin y
2

dy

≥ 2

π

∫ π

0

| sin((n+ 1
2 )y)|

y
dy (∵ 0 ≤ sin θ ≤ θ)

=
2

π

∫ (n+ 1
2 )π

0

| sinx|
x

dx

≥ 2

π

n∑
j=1

∫ jπ

(j−1)π

| sinx|
x

dx

>
2

π

n∑
j=1

1

jπ

∫ jπ

(j−1)π

| sinx|dx (∵
1

x
>

1

jπ
for x ∈ [(j − 1)π, jπ])

=
4

π2

n∑
j=1

1

j
→∞

as n → ∞. By Theorem 4.17, resonance points are dense in C(S1). However, resonance points are
precisely those functions in C(S1) whose Fourier series diverges at 0.

Lemma 4.19. Let

Λf =

∫ b

a

f(x)g(x)dx

where g ∈ C[a, b]. Then Λ ∈ C[a, b]′ with

‖Λ‖ =

∫ b

a

|g(x)|dx.

Proof. This lemma could be proved by Riesz representation theorem. However, a direct proof is preferred.

Clearly we have

|Λf | ≤
∫ b

a

|g(x)|dx,
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for all f, ‖f‖∞ ≤ 1. We need to establish the reverse inequality.

First assume that g is a polynomial p. Let Ik and Jk be open subintervals on which p is positive and
negative respectively. For each small ε > 0, let I ′k and J ′k be subintervals of Ik and Jk respectively so that
the distance between I ′k (resp. J ′k) and the endpoints of Ik (resp. Jk) is equal to ε. Define a function
fε ∈ C[a, b] by setting it to be 1 on I ′k, −1 on J ′k, 0 at endpoints of Ik and Jk and linear in between.
Then fε ∈ C[a, b] with ‖fε‖∞ = 1.

|Λfε| =
∣∣∣ ∫ b

a

(fε(x)− sgnp(x))p(x)dx+

∫ b

a

|p(x)|dx
∣∣∣ ≥ ∫ b

a

|p(x)|dx− Cε,

for some constant C independent of ε. By Proposition 4.2,

‖Λ‖ ≥
∫ b

a

|g(x)|dx,

when g is the polynomial p. By an approximation argument, this inequality also holds for every continuous
g.

We end this section with a discussion on soft and hard methods in analysis. Very often a theorem
can be proved by two methods of very different nature. As a first example, consider the existence of
transcendental numbers. Recall that an algebra number is a number that is a root for some polynomial
in rational coefficients and a number is a transcendental number if it is not algebraic. In history the
first transcendental number was found by Liouville (1844) who proved that

∑
j 10−j! is transcendental.

The transcendentality of e and π were established by Hermite (1873) and Lindemann (1882) respectively.
However, using Cantor’s theory of cardinality, it is easily shown that all algebraic numbers form a count-
able set. Since R is uncountable, the set of all transcendental numbers is equal to R minus all algebra
numbers and therefore is uncountable. The soft method shows there are infinitely many transcendental
numbers, but it cannot pinpoint which one is transcendental. In the previous section we discussed Baire
theorem. As an application of this theorem, in the exercise you are asked to show that all continuous,
nowhere differentiable functions are dense in C[0, 1]. In 1872, Weierstrass caused a sensation in math
community by constructing such functiond explicitly. This class of functions are given by∑

j

aj cos(bnπx),

where a ∈ (0, 1), b an odd integer, ab > 1 + 3π/2. Again the soft method cannot give you any explicit
example. Finally, in the above discussion we proved that the collection of all periodic, continuous functions
whose Fourier series are divergent at 0 is a dense subset of C(S1), but again we cannot tell which one
belongs to this collection. You need to find it in a hard way.

4.5 Open Mapping Theorem

The open mapping theorem asserts that a surjective bounded linear operator from a Banach space to
another Banach space must be an open map. This result is uninteresting in the finite dimensional
situation, but turns out to be very important for infinite dimensional spaces. From history there were
several concrete, relevant results in various areas, Banach had the insight to single out the property as a
theorem.

A map f : (X, d) 7→ (Y, ρ) between two metric spaces is called an open map if f(G) is open in Y
for any open set G in X. This should not be confused with continuity of a map, namely, f is continuous
if f−1(E) is open in X for any open set E in Y . As an example, let us show that every non-zero linear
functional on a normed space X is an open map. Indeed, pick z0 ∈ X with Λz0 = 1. Such point always
exists when the functional Λ is non-zero. For any open set G in X, we claim that ΛG is open. Letting
Λx0 ∈ ΛG, as x0 ∈ G and G is open, there exists some R > 0 such that BR(x0) is contained in G. Then
x0 + rz0 ∈ BR(x0) for all r ∈ (−R,R) and Λ(x0 + rz0) = Λx0 + r imply that (Λx0 +R,Λx0 −R) ∈ ΛG,
so ΛG is open.

Before stating the theorem, let’s state a necessary and sufficient condition for a linear operator to be
open.
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Lemma 4.20. Let T ∈ L(X,Y ) when X and Y are normed spaces. T is an open map if the image of a
ball under T contains a ball.

Roughly speaking, a linear operator either has “fat” image or it collapses everywhere.

Proof. We use “D” instead of “B” to denote a ball in Y . Suppose there exists Dr0(Tx1) ⊂ TBR0
(x0) for

some x1 ∈ BR0
(x0). By linearity, Dr0(Tx1) = Dr0(0) + Tx1 ⊂ TBR0

(x0) implies

Dr0(0) ⊂ TBR0
(x0)− Tx1

= TBR0
(x0 − x1)

⊂ TBR1(0), R1 = R0 + ‖x0 − x1‖.

Let G be an open set in X. We want to show that TG is open. So, for Tx0 ∈ TG, x0 ∈ G, as G is open,
we can find a small ρ > 0 such that Bρ(x0) ⊂ G. From the above inclusion,

Dε(0) ⊂ TBρ(0), ε = ρ
r0

R1
,

or
Dε(Tx0) ⊂ TBρ(x0)

which shows that the ball Dε(Tx0) is contained in TG, so TG is open.

Now we state and prove the open mapping theorem.

Theorem 4.21. Any surjective bounded linear operator from a Banach space to another Banach space
is an open map.

Unlike the uniform boundedness principle here we require both the domain and target of the linear
operator be complete.

Proof. Step 1: We claim that there exists r > 0 such that

Dr(0) ⊂ TB1(0).

For, as T is onto, we have

Y =

∞⋃
1

TBj(0) =

∞⋃
1

TBj(0).

By assumption Y is complete, so we may apply Baire theorem to conclude that TBj0(0) contains a ball
for some j0, i.e.,

Dρ(y0) ⊂ TBj0(0).

Since TBj0(0) is dense in TBj0(0), by replacing Dρ(y0) by a smaller ball if necessary, we may assume
y0 = Tx0, for some x0 ∈ Bj0(0). Then

Dρ(y0) ⊂ TBj0(0) ⊂ TBR(x0), R = j0 + ‖x0‖,

so
Dρ(0) ⊂ TBR(0),

or
Dr(0) ⊂ TB1(0), r =

ρ

R
.

Step 2: Dr(0) ⊂ TB3(0).

First, note by scaling,
D r

2n
(0) ⊂ TB 1

2n
(0), for all n ≥ 0 (4.1)
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Letting y ∈ Dr(0), we want to find x∗ ∈ B3(0), Tx∗ = y. We will do this by constructing an approximating
sequence.

For ε = r
2 , from (4.1) with n = 0, there exists x1 ∈ B1(0) such that

‖y − Tx1‖ <
r

2
.

As y − Tx1 ∈ D r
2
(0), for ε = r

22 , from (4.1) with n = 1, there exists x2 ∈ B 1
2
(0) such that

‖y − Tx1 − Tx2‖ <
r

22
.

Keep doing this we get {xn}, xn ∈ B 1

2n−1
(0) such that

‖y − Tx1 − Tx2 − · · · − Txn‖ <
r

2n
.

Setting zn =
∑n

1 xj , we have

‖y − Tzn‖ <
r

2n
.

Let’s verify that {zn} is a Cauchy sequence in X. ∀n,m, m < n,

‖zn − zm‖ = ‖xm+1 + · · ·+ xn‖
≤ ‖xm+1‖+ · · ·+ ‖xn‖

<
1

2m
+ · · ·+ 1

2n
≤ 1

2m−1
→ 0

as m → ∞. From the completeness of X we may set z∗ = limn→∞ zn. Let’s check that z∗ ∈ B3(0) and
Tz∗ = y. For,

‖zn‖ ≤
n∑
1

‖xj‖ ≤
n∑
1

1

2j−1
≤ 2 < 3.

So z∗ belongs to the closure of B2(0), or, in B3(0). Next,

‖y − Tz∗‖ ≤ ‖y − Tzn‖+ ‖Tzn − Tz∗‖

≤ r

2n
+ ‖T‖‖zn − z∗‖ → 0

as n→∞, so y = Tz∗.

We have shown that the image of the ball B3(0) under T contains the ball Dr(0), and the desired
conclusion follows from Lemma 4.17.

Recall that a linear operator is invertible if it is bounded, bijective and with a bounded inverse. The
following theorem shows that the boundedness of the inverse comes as a consequence of boundedness
and surjectivity of the operator when working on Banach spaces. This is called the Banach inverse
mapping theorem.

Corollary 4.22. Let T ∈ B(X,Y ) be a bijection where X and Y are Banach spaces. Then T is invertible.

Proof. It suffices to show that the inverse map T−1 is bounded. From the above proof Dr(0) ⊂ TB3(0)
holds. As T is bijective, T−1(Dr(0)) ⊂ B3(0). In other words, T−1 maps a ball in Y to a bounded set in
X, so T−1 is bounded.

A theorem in general topology asserts that a continuous bijection from Rn to Rn must have a con-
tinuous inverse, that is, it is a homeomorphism. This property does not hold for continuous maps in a
general Banach space. However, it remains to be valid when the map is a bounded linear operator.
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A standard application of the open mapping theorem is the closed graph theorem. By definition a
linear operator T between normed spaces X and Y is called a closed map or of closed graph if the
graph of T ,

G(T ) ≡ {(x, Tx) : x ∈ X} ⊂ X × Y,
is a closed set in the product normed space X × Y . Observe that X × Y is also a subspace of X × Y .
An alternative definition is, T is closed if whenever xn → x and Txn → y, we have y = Tx. From the
definition one sees immediately that any bounded linear operator is a closed map. But the converse is
not always true. As an exercise you may check that the differential operator is a closed map; but we
already showed that it is unbounded. The following closed graph theorem provides an efficient way
to verify the boundedness of a linear operator.

Theorem 4.23. Any closed map from a Banach space to another Banach space is bounded.

Proof. Let T be a closed map in L(X,Y ) where X and Y are Banach spaces. Since X × Y is complete
and G(T ) is closed in X × Y by assumption, G(T ) is also a Banach space. We consider the linear map
P which is simply the projection of G(T ) to X: P (x, Tx) = x. Clearly P is bijective. From the relation

‖P (x, Tx)‖ = ‖x‖ ≤ ‖x‖+ ‖Tx‖,

we see that P belongs to B(G(T ), X). By the above corollary we conclude that P−1 is bounded. There
exists some constant C such that

‖x‖+ ‖Tx‖ = ‖P−1x‖ ≤ C‖x‖.

In particular, we have ‖Tx‖ ≤ C‖x‖.

With more effort, one can deduce the open mapping theorem from the closed graph theorem. So these
two results are in fact equivalent.

4.6 The Spectrum

Denote by B(X) = B(X,X) the vector space of all bounded linear operators from the normed space X
to itself. It is a normed space under the operator norm, and it is a Banach space when X is a Banach
space. An additional algebraic operation, namely, the composition of two linear operators, makes sense
in B(X). In fact, we note that

(i) the identity map I is well-defined in B(X);

(ii) for all T, S ∈ B(X), TS ∈ B(X) and ‖TS‖ ≤ ‖T‖‖S‖.

B(X) is the prototype for Banach algebras. When the space is of finite dimension, one may regard it
as Fn, so any linear operator is essentially a square matrix. In the theory of square matrices eigenvalues
and eigenvectors are of central importance. In general, it is possible to define the same notion for linear
operators in B(X). A scalar λ is called an eigenvalue for T in L(X,X) if there exists a nonzero x, called
an eigenvector, such that

Tx = λx.

As before, it is readily checked that all eigenvectors form a subspace together with 0. It is closed when
X is normed and T is bounded.

In the following we let X be a Banach space and the linear operator T bounded for simplicity, although
much of the discussion could be extended to more general settings.

Recall that a bounded linear operator S in B(X) is called invertible if it is bijective and S−1 belongs
to B(X). According to the open mapping theorem, S is invertible if and only if it is bijective. A scalar
λ ∈ F is called a regular value for a bounded linear operator T if T − λI is invertible. The set of
all regular values of T forms the resolvent set of T , denoted by ρ(T ), and we define its complement,
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that’s, F \ ρ(T ), the spectrum of T and denote it by σ(T ). Both terminologies are motivated by their
connection with physics.

We point out that any eigenvalue λ of the bounded linear operator T must belong to the spectrum of T .
Indeed, the existence of an eigenvector shows that T−λI is not injective, hence cannot be invertible. When
the space is finite dimensional, a linear operator is injective if and only if it is surjective. Consequently,
the spectrum of any linear operator consists exactly of eigenvalues. However, this is no longer the case
for infinite dimensional spaces. For T on a Banach space, T − λI fails to be invertible for two reasons;
either it is not injective or not surjective. The scalar λ is an eigenvalue when the former holds.

An example may be helpful in illustrating the situation. Let X = C[0, 1] over the real field and
consider the linear operator T given by

(Tf)(x) = xf(x).

Clearly, T ∈ B(C[0, 1]) with ‖T‖ ≤ 1. If λ is an eigenvalue of T , and ϕ its eigenfunction, xϕ(x) = λϕ(x)
will hold for all x ∈ [0, 1]. This is clearly impossible, so T does not have any eigenvalue. However, for
any λ not in [0, 1], the inverse of T − λI is given by the map

(Sf)(x) =
f(x)

x− λ
.

It is easy to check that S ∈ B(C[0, 1]). When λ ∈ [0, 1], the inverse of T −λI does not exist. We conclude
that although T has no eigenvalues, its spectrum is given by σ(T ) = [0, 1] and resolvent set by C/[0, 1].

As a consequence of Theorem 4.4, we have

Proposition 4.24. Let T ∈ B(X) where X is a Banach space. Then I − T is invertible when ‖T‖ < 1.

Corollary 4.25. The spectrum of T ∈ B(X) where X is a Banach space forms a closed and bounded set
in F. In fact, |λ| ≤ ‖T‖ for any λ ∈ σ(T ).

Proof. If λ does not belong to σ(T ), that is, T − λI is invertible. There exists ρ > 0 such that all linear
operators in Bρ(T − λI) are invertible. In particular, it means T − µI, |λ − µ| < ρ, is invertible. This
shows that the complement of σ(T ) is open, hence σ(T ) is closed.

Next, if |λ| > ‖T‖, then I − λ−1T and hence T − λI are invertible by Proposition 4.21. Hence λ
cannot be in the spectrum.

Evidently there is a natural question: Is the spectrum nonempty for any bounded linear operator
in B(X)? After all, there are n many eigenvalues (including multiplicity) for any n × n- matrix with
complex entries. Remember that the proof of this fact depends on the fundamental theorem of algebra
which is most easily established by using the Liouville theorem in complex analysis. It is not surprising
we need to use complex analysis to establish the following two results over C:

First, σ(T ) is always nonempty for any T ∈ B(X);

Second, we have the formula for the “spectral radius”:

sup{|λ| : λ ∈ σ(T )} = lim
k→∞

‖T k‖1/k.

Theorem 4.26. Let T ∈ B(X) where X is a complex Banach space. Then

(a) ρ(T ) is open in C. More precisely, for any λ0 ∈ ρ(T ), λ ∈ ρ(T ) for |λ− λ0| < 1/‖(λ0I − T )−1‖.

(b) For each Λ ∈ B(X)′, the function ϕ(λ) = Λ(λI − T )−1 is analytic in ρ(T ).

(c) σ(T ) is a non-empty compact set in the plane.
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Proof. (a) follows immediately from Theorem 4.4 after taking T = λ0I − T and S = λI − T in that
theorem.

(b). To show analyticity we represent ϕ(λ) as a power series around every λ0 in ρ(T ). Formally, we
have λI − T = (λ0I − T )[1 + (λ− λ0)(λ0I − T )−1], so define

(λI − T )−1 = (λ0I − T )−1
∞∑
k=0

(−1)k(λ0I − T )−k(λ− λ0)k.

When |λ− λ0| < 1/‖(λ0I − T )−1‖, there exists some σ ∈ (0, 1) such that ‖(λ0I − T )−1‖|λ− λ0| < 1− σ,
therefore, this power series converges and one can easily check that it converges to (λI − T )−1. Hence
the above formal expression holds rigorous. For Λ ∈ B(X)′, we have

ϕ(λ) =

∞∑
k=0

(−1)kΛ((λ0I − T )−k−1)(λ− λ0)k

also converges for λ, |λ− λ0| < 1/‖(λ0I − T )−1‖.

(c). We first show that ϕ(λ) → 0 as |λ| → ∞ for any Λ ∈ B(X)′. In this time we expand ϕ at ∞.
Formally

(λI − T )−1 =
1

λ

(
I − T

λ

)−1

=
1

λ

∞∑
k=0

T k

λk
.

For λ > ‖T‖, this can be made rigorously and so

|ϕ(λ)| = |Λ(λI − T )−1|

≤ 1

|λ|

∞∑
k=0

|ΛT k|
|λk|

≤ C

|λ|
‖Λ‖ → 0

as |λ| → ∞.

If σ(T ) is empty, that means ϕ is an entire function. As it tends to 0 at ∞, it is bounded on C. By
Liouville theorem we conclude that ϕ is identically zero for every Λ ∈ B(X)′. By Hahn-Banach theorem,
λI − T = 0 for all λ, contradiction holds. Hence the spectrum is always non-empty. In Corollary 4.22 we
know that it is compact.

Define the spectral radius of T ∈ B(X) by

rT = sup{|λ| : λ ∈ σ(T )}.

From Corollay 4.22 we know that 0 ≤ rT ≤ ‖T‖. We have a precise formula.

Theorem 4.27. For any T ∈ B(X) where X is a Banach space,

rT = lim
n→∞

n
√
‖Tn‖.

Proof. For |λ| > limn→∞
n
√
‖Tn‖, there exists δ ∈ (0, 1) and n0 such that

|λ|(1− δ) > n
√
‖Tn‖, ∀n ≥ n0.

So,

1− δ ≥
n
√
‖Tn‖
|λ|

,



66 CHAPTER 4. BOUNDED LINEAR OPERATOR

and (λI − T )−1 = 1/λ
∑∞
k=0 T

k/λk exists, that is, λ ∈ ρ(T ). So rT ≤ limn→∞
n
√
‖Tn‖.

On the other hand, for λ, |λ| > ‖T‖, we know that λ ∈ ρ(T ) and, for Λ ∈ B(X)′,

ϕ(λ) =

∞∑
k=0

Λ(T k)

λk+1
, |λ| > ‖T‖

holds. As ϕ is analytic in λ, |λ| > rT , this relation holds for all |λ| > rT . At each λ, |λ| > rT ,{
Λ

(
T k

λk+1

)}
is bounded for each Λ. Uniform boundedness principle asserts that

‖T k‖
|λ|k+1

≤M, k = 1, 2, · · ·

So
‖T k‖ 1

k ≤M 1
k |λ|

k+1
k

and
lim
n→∞

‖T k‖ 1
k ≤ |λ|.

As |λ| > rT , we conclude

lim
n→∞

‖T k‖ 1
k ≤ rT .

We remark that it is a good exercise to show

lim
n→∞

‖Tn‖1/n = inf
n
‖Tn‖1/n,

hence the “lim” in this theorem can be replaced by “lim”.

Exercise 4

1. Provide a proof of Proposition 4.1.

2. Prove that B(X,Y ) is a Banach space when Y is a Banach space.

3. Let T ∈ B(X,Y ) where X is a Banach space and Y is normed. Suppose there exists C > 0 such
that

‖Tx‖ ≥ C‖x‖, ∀x ∈ X.
Show that
(a) R(T ) is a complete subspace of Y , and

(b) T ∈ B(X,R(T )) is invertible.

4. Find a formula for the operator norm of an n× n−matrix A in Fn. Suggestion: Consider ‖Ax‖2 =
〈Ax,Ax〉 in the dot product.

5. Consider T : `2 → `2 given by Tx = (0, 4x1, x2, 4x3, x4, · · · ) where x = (x1, x2, x3, · · · ). Compare
‖T‖2 and ‖T 2‖.

6. Let SR : `2 → `2 be SR(x) = (0, x1, x2, · · · ), the right shift operator.

(a) Find S1 to satisfy S1SR = I on `2.

(b) Is there some S2 satisfying SRS2 = I on `2?
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7. Let Φ : `q → (`p)′ be (Φy)(x) =
∑
j yjxj . We know that it is a norm-preserving linear isomorphism.

Define T̃ = (Φ)−1T ′Φ : `q → `q. Show that∑
j

(T̃ y)jxj =
∑
j

yj(Tx)j , ∀x ∈ `p, y ∈ `q.

T̃ may also be called the transpose of T .

8. Determine S̃R and S̃L, see Problem 7 for notations.

9. Consider the integral equation

g(x) = f(x) +

∫ 1

0

A sin(x− y)g(y)dy

where f ∈ C[0, 1] is given. Show that it has a unique solution g ∈ C[0, 1] if the constant A ∈ (−1, 1).

10. Let K ∈ C([a, b]2) and define

IKf(x) =

∫ b

a

K(x, y)f(y)dy, ∀f ∈ C[a, b].

Show that IK can be extended to a bounded linear operator from Lp(a, b) to Lq(a, b) where the
operator norm

‖IK‖ ≤

(∫ b

a

∫ b

a

|K(x, y)|qdxdy

) 1
q

,

where q is conjugate to p ∈ [1,∞). Hint: Use Lemma 4.9.

11. (a) Let X be a Banach space and x : (a, b) 7→ X be a “curve”. Propose a definition of the derivative
of x at t ∈ (a, b) using the notation x′(t).

(b) Show that the initial value problem for the ODE x′ = Ax, x(0) = x0, where A ∈ B(X) and
x0 ∈ X are given, has a unique solution for all time. Hint: Try to define expT ∈ B(X) for any
T ∈ B(X) and show the solution is given by x(t) = exp tA x0, t ∈ R.

12. (a) Show that in a complete metric space (X, d), the intersection of countably many open, dense
subsets is still a dense set.
(b) Give an example to show that this intersection may not be open though.

13. A nowhere monotonic function in [a, b] is a function which is not monotone on any subinterval.
Show that all nowhere monotonic, continuous functions form a dense subset in C[a, b]. Suggestion:
Consider the sets Ej = {±f : there is some x, (f(y)− f(x))(y − x) ≥ 0 for |y − x| ≤ 1/j}.

14. A function f ∈ C[0, 1] is called α-Lipschitz continuous at x0 if

|f(x)− f(x0)| ≤ α|x− x0|, ∀x ∈ [0, 1].

(a) Prove that ∀k > 0, the set

Lk = {f ∈ C[0, 1] : f is k-Lipschitz continuous at some x0}

is a closed and nowhere dense set in C[0, 1]. Suggestion: First approximate f by a piecewise linear
function g and then consider g + ε sin(Nx) where N is large.

(b) Use (a) to deduce that the collection of all continuous, nowhere differentiable functions forms a
dense set in C[0, 1]. Hint: Differentiability implies Lipschitz continuity.

15. Let C00 = {x ∈ `∞ : x has finitely many non-zero terms} and define Tnx =
∑n
j=1 xj . Show that

|Tnx| ≤ C‖x‖ for all n but ‖Tn‖ → ∞. Is it contradictory to the uniform boundedness principle?
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16. Let {bj} be a sequence which satisfies
∑
j ajbj < ∞ whenever {aj} is a sequence converging to 0.

Show that {bj} ∈ `1.

17. Let {Tn} ⊂ B(X,Y ) where X and Y are complete. Suppose that ∀x, limn→∞ Tnx exists. Show
that
(a) Define Tx ≡ limn→∞ Tnx. Then T ∈ B(X,Y ).

(b) ‖T‖ ≤ lim infn→∞ ‖Tn‖.

18. Let L(x, y) be a functional on X × Y where X and Y are Banach spaces so that for each fixed
x, y 7→ L(x, y) ∈ Y ′ and for each fixed y, x 7→ L(x, y) ∈ X ′. Show that L is continuous, that is,
whenever xn → x and yn → y, L(xn, yn) → L(x, y) as n → ∞. Hint: Reduce to x = y = 0 and
then use Banach-Steinhaus.

19. Let P be the vector space of all polynomials in (−∞,∞) endowed with the norm

‖p‖ = max |ak|, p(x) = a0 + a1x+ · · ·+ anx
n.

Show that it is not complete. Suggestion: Consider the linear functionals given by Tkp = a0 + · · ·+
ak, k ∈ N, and show that |Tkp| ≤ Cp but ‖Tk‖ is not uniformly bounded.

20. Show without using the open mapping theorem that every non-zero linear operator from a finite
dimensional normed spaces X onto another Y is an open map.

21. Let X = {x ∈ `∞ : x has finitely many non-zero entries } as a subspace of `∞. Define T : X 7→ X
by TX = (x1,

x2

2 ,
x3

3 , · · · ). Verify that T is a linear bijection, but not invertible. What is wrong
with the Banach inverse mapping theorem?

22. Use the Banach inverse mapping theorem to give a short proof of the following old result: Any two
norms on Fn are equivalent.

23. Let X1 and X2 be two closed subspaces of the Banach space X such that X1⊕X2 = X. Show that
there exists M > 0 such that ‖x1‖+ ‖x2‖ ≤M‖x‖ where x = x1 + x2, xi ∈ Xi, i = 1, 2.

24. Verify the differential operator d/dx : C1[0, 1] 7→ C[0, 1], where C1[0, 1] is viewed as a subspace in
C[0, 1], is closed but not bounded. What is wrong with the closed graph theorem?

25. Let T ∈ L(X,Y ) where X and Y are Banach spaces. Suppose that whenever xj → 0 in X,
ΛTxj → 0 in Y for every Λ ∈ Y ′. Prove that T ∈ B(X,Y ).

26. Let Z be a closed subspace of the Banach space X. Show that the projection map π : X 7→ X/Z
where X/Z is the quotient Banach space is an open map. We shall use this problem in the next
one.

27. Deduce the open mapping theorem from the closed graph theorem. Suggestion: Consider X/N(T )

and the closed map T̃ given by T̃ (x̃) = Tx on X/N(T ).

28. Let T ∈ B(X) where X is normed. Show that σ(T ) = σ(T ′). Hint: Show that S is invertible if and
only if S′ is invertible.

29. Let SR and SL be the shift operators on `2 defined before. Prove the followings:

(a) All λ, |λ| < 1, are eigenvalues for SL.

(b) σ(SL) = {λ : |λ| ≤ 1}.
(c) σ(SR) = {λ : |λ| ≤ 1}. Hint: Use Problem 1.

(d) Find the eigenvalues for SR.

30. Let T ∈ B(`2) given by Tx = (x1,−x2, x3,−x4, · · · ). Show that σ(T ) = {−1, 1} and both ±1 are
eigenvalues.
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Hilbert Space
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The Euclidean norm is special among all norms defined in Rn for being induced by the Euclidean inner
product (the dot product). A Hilbert space is a Banach space whose norm is induced by an inner product.
An inner product enables one to define orthogonality, which in turns leads to far reaching conclusion on
the structure of a Hilbert space. In particular, we show that there is always a complete orthonormal
set, a substitute for a Hamel basis, in a Hilbert space. It is a natural, infinite dimensional analog of an
orthonormal basis in a finite dimensional vector space. We conclude with a theorem which asserts that
any infinite dimensional separable Hilbert space is “isometric” to `2. Thus once again the cardinality of
the basis alone is sufficient to distinguish separable Hilbert spaces.

David Hilbert was old and partly deaf in the nineteen thirties. Yet being a diligent man, he still attended
seminars, usually accompanied by his assistant Richard Courant. One day a visitor was talking on his new
findings in linear operators on Hilbert spaces. The professor was puzzled first. Soon he grew impatient and finally
he turned to Courant. “Richard, what is a Hilbert space?” he asked loudly.

5.1 Inner Product

An inner product is a map: X ×X 7→ F for a vector space X over F satisfying

(P1) 〈α1x1 + α2x2, y〉 = α1〈x1, y〉+ α2〈x2, y〉,

(P2) 〈x, y〉 = 〈y, x〉,

(P3) 〈x, x〉 ≥ 0 and “=” if and only if x = 0.

The pair (X, 〈·, ·, 〉) is called an inner product space. Note that (P1) and (P2) imply

〈x, α1y1 + α2y2〉 = α1〈x, y1〉+ α2〈x, y2〉.

Example 5.1 In Fn define the product

〈x, y〉 =

n∑
k=1

xkȳk.

It makes (Fn, 〈·, ·〉) into an inner product space. It is called the Euclidean space when Fn = Rn and the
unitary space when Fn = Cn.

Example 5.2 `2 = {x = (x1, x2, x3, · · · ) : xk ∈ F,
∑∞
k=1 |xk|2 < ∞} becomes an inner product space

under the product

〈x, y〉 =

∞∑
k=1

xkȳk.

69
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We should keep in mind that this product is finite is a consequence of Cauchy-Schwarz inequality in
Chapter 1. A variant of this space is the space of bi-sequences:

`2(Z) = {x = (· · · , x−1, x0, x1, x2, · · · ) :

∞∑
−∞
|xk|2 <∞}

under the product 〈x, y〉 =
∑∞
−∞ xkȳk.

Example 5.3 Recall that L2(a, b) is the completion of C[a, b] under the L2-norm. On C[a, b] the
L2-product

〈f, g〉 =

∫
f(x)g(x)x,

defines an inner product in C[a, b]. It is not hard to show that it has an extension to L2(a, b). See next
section for more details.

Example 5.4 Any subspace of an inner product space is an inner product space under the same product.

On F2 and the `2-space there are Cauchy-Schwarz inequality. In fact, the most general setting for the
Cauchy-Schwarz inequality is an inner product space. In the following we establish this inequality and
use it to introduce the angle between two non-zero vectors and the concept of orthogonality.

Proposition 5.1. For any x and y in an inner product space (X, 〈·, ·〉),

|〈x, y〉| ≤
√
〈x, x〉

√
〈y, y〉.

Moreover, equality holds in this inequality if and only if x and y are linearly dependent.

Proof. The inequality is trivial when x or y is a zero-vector, so let’s assume both x and y are non-zero.
When the field is complex, let θ be a number satisfying 〈x, y〉 = eiθ|〈x, y〉|. Then 〈x, z〉 = |〈x, y〉| where
z = e−iθy is a nonnegative number. When the field is real, no need to do this as 〈x, y〉 is already real.
Just take z to be y. By (P3),

0 ≤ 〈x− αz, x− αz〉 = 〈x, x〉 − 2α〈x, z〉+ α2〈z, z〉.

This is a quadratic equation with real coefficients in α. Since it is always nonnegative, its discriminant
is non-positive. In other words,

〈x, z〉2 − 〈x, x〉〈z, z〉 ≤ 0,

the inequality follows.

When x and y are linearly dependent, there is some α ∈ F, x − αy = 0. Plugging in the inequality
we readily see that equality holds. On the other hand, when 〈x, x〉〈y, y〉 = |〈x, y〉|2, we can take α =
〈x, y〉/〈y, y〉 in 〈x− αy, x− αy〉. By a direct computation, 0 = 〈x− αy, x− αy〉. By (P3), x = αy.

It follows from this inequality that

|〈x, y〉|√
〈x, x〉

√
〈y, y〉

≤ 1.

For any two nonzero vectors x and y there is a unique θ ∈ [0, π] (the “angle” between x and y) satisfying

θ = cos−1 〈x, y〉√
〈x, x〉

√
〈y, y〉

∈ [0, π].

Any two vectors x and y are orthogonal if 〈x, y〉 = 0. The zero vector is orthogonal to all vectors.
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5.2 Inner Product and Norm

There is a norm canonically associated to an inner product. Indeed, the function ‖ ·‖ : (X, 〈·, ·〉) 7→ [0,∞)
given by

‖x‖ =
√
〈x, x〉

defines a norm on X. To verify this, we only need to prove the triangle inequality since it is evident for
the other two axioms. For x, y ∈ X,

‖x+ y‖2 = ‖x‖2 + 〈x, y〉+ 〈y, x〉+ ‖y‖2

≤ ‖x‖2 + 2‖x‖‖y‖+ ‖y‖2 (Cauchy-Schwarz inequality)

= (‖x‖+ ‖y‖)2.

Notions such as limits, convergence, open/closed sets and continuity in an inner product space will
be referred to this induced norm. In particular, we have

Proposition 5.2. The inner product X ×X 7→ [0,∞) is a continuous function.

Proof. For xn → x and yn → y, we want to show that 〈xn, yn〉 → 〈x, y〉. First of all, let n0 be a positive
number satisfying ‖yn − y‖ ≤ 1, ∀n ≥ n0. Then ‖yn‖ ≤ 1 + ‖y‖ and we have

|〈xn, yn〉 − 〈x, y〉| = |〈xn − x, yn〉+ 〈x, yn − y〉|
≤ ‖xn − x‖‖yn‖+ ‖x‖‖yn − y‖
≤ ‖xn − x‖(1 + ‖y‖) + ‖x‖‖yn − y‖
−→ 0

as n→∞.

A complete inner product space is called a Hilbert space. As any closed subspace of a Banach space
is complete, any closed subspace of a Hilbert space is also a Hilbert space. Products of Hilbert spaces are
Hilbert spaces. Moreover, the quotient space of a Hilbert space over a closed subspace is again a Hilbert
space. For completion of an inner product space we have the following rather evident result, whose proof
is left to the reader.

Proposition 5.3. Let (X̃, ‖ · ‖̃) be the completion of (X, ‖ ·‖) where ‖ ·‖ is induced from an inner product

〈·, ·〉. Then there exists a complete inner product on 〈·, ·̃〉 which extends 〈·, ·〉 and induces ‖ · ‖̃.

When the reader runs through his/her list of normed spaces, he/she will find that there are far more
Banach spaces than Hilbert spaces. However, one may wonder these Banach spaces are also Hilbert
spaces, whose inner products are just too obscure to write down. A natural question arises: How can we
decide which norm is induced by an inner product and which one is not? The answer to this question
lies on a simple property—the parallelogram identity.

Proposition 5.4 (Parallelogram Identity). For any x, y in (X, 〈·, ·〉),

‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2).

Proof. Expand

‖x± y‖2 = ‖x‖2 ± 〈x, y〉 ± 〈y, x〉+ ‖y‖2

and add up.

This rule, which involves only the norm but not the inner product, gives a necessary condition for a
norm to be induced by an inner product.
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As application we first show that the ‖ · ‖p-norm on Fn (n ≥ 2) is induced from an inner product if

and only if p = 2. Take x = (1, 1, 0, · · · , 0) and y = (1,−1, 0, · · · , 0) in Fn. We have ‖x‖p = ‖y‖p = 2
1
p

and ‖x+ y‖p = ‖x− y‖p = 2. If ‖ · ‖p is induced from an inner product, Proposition 5.4 asserts

‖x+ y‖2p + ‖x− y‖2p = 8 = 2(‖x‖2p + ‖y‖2p) = 2
2
p+2

which holds only if p = 2.

Similarly, C[0, 1] does not come from an inner product. We take f(x) = 1 and g(x) = x. Then
‖f‖∞ = ‖g‖∞ = 1, ‖f+g‖∞ = 2 and ‖f−g‖∞ = 1. Then ‖f+g‖2∞+‖f−g‖2∞ = 5 6= 2(‖f‖2∞+‖g‖2∞) = 4.

Proposition 5.5. (a) For every x, y in a real inner product space X, we have

〈x, y〉 =
1

4
(‖x+ y‖2 − ‖x− y‖2).

(b) On a real normed space (X, ‖ · ‖), the above identity defines an inner product on X if and only if the
parallelogram identity holds.

The identity in (a) is called the polarization identity. It shows how one can recover the inner
product from the norm in an inner product space.

Proof. (a) We have

‖x± y‖2 = ‖x‖2 ± 〈x, y〉 ± 〈y, x〉+ ‖y‖2

= ‖x‖2 ± 2〈x, y〉+ ‖y‖2.

By subtracting, we get the polarization formula.

(b) In view of Proposition 5.4, it remain to verify that the polarization identity defines an inner
product under the validity of the parallelogram identity. In fact, (P2) and (P3) are immediate. We only
need to prove (P1). By the parallelogram identity,

2(‖x± z‖2 + ‖y‖2) = ‖(x± z) + y‖2 + ‖(x± z)− y‖2.

By subtracting

2(‖x+ z‖2 − ‖x− z‖2) = ‖(x+ y) + z‖2 − ‖(x+ y)− z‖2 + ‖(x− y) + z‖2 − ‖(x− y)− z‖2.

In terms of 〈·, ·〉 we have

〈x+ y, z〉+ 〈x− y, z〉 = 2〈x, z〉, for all x, y, z ∈ X.

Replacing x, y by (x+ y)/2 and (x− y)/2 respectively, we have

〈x, z〉+ 〈y, z〉 = 2〈x+ y

2
, z〉, for all x, y, z ∈ X.

Letting y = 0, 〈x, z〉 = 2〈x/2, z〉 for all x, z. It follows that

〈x+ y, z〉 = 2〈x+ y

2
, z〉 = 〈x, z〉+ 〈y, z〉,

that is, 〈·, ·〉 is additive in the first component. Next, we show that 〈αx, y〉 = α〈x, y〉, for all α ∈ R.
We observe that by induction and 2〈x, y〉 = 〈2x, y〉 we can show n〈x, y〉 = 〈nx, y〉 for all n ∈ N. Using
〈x, y〉 + 〈−x, y〉 = 〈0, y〉 = 0 we deduce n〈x, y〉 = 〈nx, y〉 for all n ∈ Z. Then m〈x/m, y〉 = 〈x/m, y〉 +
· · ·+ 〈x/m, y〉 (m times)= 〈x, y〉 implies 1/m〈x/m, y〉 = 〈x, y〉. So, 〈nx/m, y〉 = 1/m〈nx, y〉 = n/m〈x, y〉
for any rational n/m. By continuity of the norm, 〈αx, y〉 = α〈x, y〉.
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We have the following corresponding result when F = C, whose proof may be deduced from the real
case. We leave it as an exercise.

Proposition 5.6. (a) For any x, y in a complex inner product space X, we have the polarization
identities

Re〈x, y〉 =
1

4
(‖x+ y‖2 − ‖x− y‖2),

and

Im〈x, y〉 =
1

4
(‖x+ iy‖2 − ‖x− iy‖2).

(b) On a complex normed space X the polarization identities define an inner product on X which induces
its norm if and only if the parallelogram identity holds.

5.3 Orthogonal Decomposition

In Chapter 2 we discussed the best approximation problem for closed subspaces in a Banach space. Aside
from finite dimensional subspaces (see Lemma 2.13), the problem does not always have a positive solution.
One may consult p.46 in [Lax] for an example in C[−1, 1]. Nevertheless, with the help of orthogonality,
we show in this section that for a Hilbert space this problem always has a unique solution. An immediate
consequence is the existence of complementary subspaces, a property which is not necessarily valid for
Banach spaces.

In fact, our result extends from subspaces to convex subsets.

Theorem 5.7. Let K be a closed, convex subset in the Hilbert space X and x0 ∈ X \K. There exists a
unique point x∗ ∈ K such that

‖x0 − x∗‖ = inf
x∈K
‖x0 − x‖

Proof. Let {xn} be a minimizing sequence in K, in other words,

‖x0 − xn‖ → d = inf
x∈K
‖x0 − x‖.

We claim that {xn} is a Cauchy sequence. For, by parallelogram identity,

‖xn − xm‖2 = ‖xn − x0 − (xm − x0)‖2

= −‖xn − x0 + xm − x0‖2 + 2(‖xn − x0‖2 + ‖xm − x0‖2)

= −4‖xn + xm
2

− x0‖2 + 2(‖xn − x0‖2 + ‖xm − x0‖2)

≤ −4d2 + 2(‖xn − x0‖2 + ‖xm − x0‖2)

→ 0

as n,m→∞. Note that (xn + xm)/2 ∈ K by convexity.

By the completeness of X and the closedness of K, x∗ = limn→∞ xn ∈ K. As the norm is a continuous
function, we have d = ‖x0 − x∗‖.

Suppose x′ ∈ K also minimizes the distance. Then

‖x∗ − x′‖2 ≤ −4‖x
∗ + x′

2
− x0‖2 + 2(‖x∗ − x0‖2 + ‖x′ − x0‖2)

≤ −4d2 + 4d2 = 0,

that’s, x′ = x∗.

This theorem plays a fundamental role in convex analysis. But here we only consider the special case
when K is a closed subspace. More can be said about the best approximation in this case.
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Theorem 5.8 (Best Approximation). Let Y be a closed subspace of a Hilbert space X and x0 a point
lying outside Y . The point y0 which minimizes the distance between x0 and Y satisfies

〈x0 − z, y〉 = 0, ∀y ∈ Y,

at z = y0. Conversely, if z ∈ Y satisfies this condition, then z must be y0. When this holds,

‖x0 − y0‖2 + ‖y0‖2 = ‖x0‖2, (5.1)

holds.

Proof. When y0 minimizes ‖y−x0‖ among all y, it also minimizes ‖y−x0‖2. For any y ∈ Y , y0 +εy ∈ Y ,
so the function

ϕ(ε) = ‖x0 − y0 − εy‖2

attains a minimum at ε = 0. By expanding, we have

ϕ(ε) = ‖x0 − y0‖2 − ε〈x0 − y0, y〉 − ε〈y, x0 − y0〉+ ε2‖y‖2.

Clearly 0 = ϕ′(0) implies
Re〈x0 − y0, y〉 = 0.

Replacing y by iy, Im〈x0 − y0, y〉 = 0.

Conversely, if 〈x0 − y0, y〉 = 0 for all y in Y , we have

‖x0 − y‖2 = ‖x0 − y0 + y − y0‖2

= ‖x0 − y0‖2 + ‖y − y0‖2

≥ ‖x0 − y0‖2,

which shows that y0 minimizes d(x0, Y ).

Finally, let y1 also minimize the distance. By the above characterization, 〈x0 − y1, y〉 = 0 on Y . It
follows that 〈y0 − y1, y〉 = 〈x0 − y1, y〉 − 〈x0 − y0, y〉 = 0. Taking y = y0 − y1 we conclude y0 = y1.

This theorem has the following geometric meaning. For x0 outside Y , the projection point y0 is the
unique point on Y so that ∆Ox0y0 forms a perpendicular triangle.

For any closed subspace Y in a Hilbert space, the projection operator of X onto Y is given by

Px0 =
{
y0, if x0 ∈ X \ Y
x0, if x0 ∈ Y

We have been calling Px the best approximation of x in Y . Now we may also it the orthogonal
projection of x on Y . It is easy to check that P ∈ B(X,Y ), P 2 = P and ‖P‖ = 1. For instance, to
show that P is linear, we just have to verify the obvious identity 〈αx1 + βx2− (αPx1 + βPx2), y〉 = 0 on
Y . For then it follows from the above characterization that P (αx1 + βx2) = αPx1 + βPx2.

We also note that a more general characterization holds: For any x in X, not only those in Y , z = Px
if and only if z satisfies 〈x− z, y〉 = 0 on Y .

We will discuss two consequences of the best approximation theorem. The first is the self-duality
property of the Hilbert space.

To each z in the Hilbert space X we associate a bounded linear functional Λz given by Λzx = 〈x, z〉.
It is routine to verify that Λz belongs to X ′ with operator norm ‖Λz‖ = ‖z‖. The mapping Φ defined by
mapping z to Λz sets up a sesquilinear map from X to X ′. A map T is sesquilinear if T (αx1 + βx2) =
αTx1 + βTx2. Sesquilinear and linear are the same when the field is real, and they are different when
the field is complex. The following Frechét-Riesz theorem shows that Φ is surjective, so it is a norm-
preserving, sesquilinear isomorphism between X and X ′. A Hilbert space is self-dual in the sense that
every bounded linear functional on it can be identified with a unique point in the space itself.
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Theorem 5.9. Let X be a Hilbert space. For every Λ in X ′, there exists a unique z in X such that
Λz = Λ and ‖z‖ = ‖Λ‖.

We leave the proof of this theorem to you.

Next, we consider direct sum decomposition in a Hilbert space. Recall that a direct sum decomposition
of a vector space, X = X1

⊕
X2, where X1 and X2 are two subspaces, means every vector x can be

expressed as the sum of one vector x1 from X1 and the other x2 from X2 in a unique way. From the
uniqueness of the representation one can show that the maps x 7→ x1 and x 7→ x2 are linear maps from
X onto X1 and X2 respectively. They are called projection maps associated to the direct sum X1

⊕
X2.

Direct sum decomposition is clearly useful in the study of vector spaces since it breaks down the space
to two smaller (and hence simpler) subspaces. When the space is normed, it is desirable to ensure that
such decomposition respects the topology in some sense. Thus we may introduce the definition that the
direct sum is a “topological direct sum” if the projection maps: x 7→ x1 and x 7→ x2 are bounded from
X to Xi, i = 1, 2. When the space is complete, certainly we would like our decomposition to break into
Banach spaces. We prefer Xi, i = 1, 2, to be closed subspaces. An advantage of this assumption is that
the projections are automatically bounded, as a direct consequence of the closed graph theorem, so any
direct sum decomposition of a Banach space into closed subspaces is topological.

We now are left with question: Given any closed subspace X1 of a Banach space X, can we find a
closed subspace X2 such that X = X1 ⊕ X2? Unfortunately, except when X1 is of finite dimension, a
complementary closed space X2 does not always exist. However, this is always true for Hilbert spaces.
In fact, a deep theorem asserts that if a Banach space possesses the property that any closed subspace
has a topological complement, then its norm must be equivalent to a norm induced by a complete inner
product.

In fact, for any closed, proper subspace X1, we define its “orthogonal subspace” X⊥1 to be

X⊥1 = {x ∈ X : 〈x, x1〉 = 0, for all x1 ∈ X1}

It is clear that X⊥1 is a closed subspace. (According to Riesz-Frechet theorem, X⊥1 is the annihilator of
X1, so the notation is consistent with the one we used in Chapter 4.) Thus we have the decomposition
x = Px + (x − Px) ∈ X1 + X⊥1 where P is the orthogonal projection operator on X1. We claim that
this is a direct sum. For, if x0 ∈ X1 ∩X⊥1 , then 〈x0, x1〉 = 0, for all x1 ∈ X1. As x0 also belongs to X1,
taking x1 = x0, we get ‖x0‖2 = 〈x0, x0〉 = 0. Hence X1 ∩ X⊥1 = {0}. Moreover, we observe that the
bounded linear operator P and I −P are precisely the projection maps of the direct sum X1

⊕
X⊥1 . We

have proved the following theorem on the orthogonal decomposition in a Hilbert space.

Theorem 5.10. For every closed subspace X1 of a Hilbert space X, X = X1 ⊕ X⊥1 . Moreover, the
projection operator P : X 7→ X1 maps x to Px which is the unique point in X1 satisfying ‖x − Px‖ =
d(x,X1) and the projection Q : X 7→ X⊥1 is given by Qx = x− Px.

5.4 Complete Orthonormal Sets

We start by considering the following question: How can we determine Px0 when x0 and the subspace
Y are given? It is helpful to examine this question when X is the n-dimensional Euclidean space. Let
{x1, · · · , xm} be a basis of Y . Any projection y0 has the expression y0 =

∑m
k=1 αkxk. From Theorem 5.8

we have 〈y0 − x0, xk〉 = 0 for each k = 1, · · · ,m. It amounts to a linear system for the unknown α′js:∑
k

〈xj , xk〉αk = 〈xj , x0〉.

The system assumes a simple form when {xk} forms an orthonormal set. We immediately solve this
system to get y0 =

∑
k〈x0, xk〉xk. This example suggests it is better to consider orthonormal spanning

sets in Y .
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Lemma 5.11 (Bessel’s Inequality). Let S be an orthonormal set in the Hilbert space X. Then for
each x ∈ X, 〈x, xα〉 = 0 except for at most countably many xα ∈ B. Moreover, for any sequence {αk}
from the index set B ∑

k

|〈x, xαk〉|2 ≤ ‖x‖2. (5.2)

Proof. Step 1: Let {xk}N1 be a finite orthonormal set. For x ∈ X, we claim

N∑
k=1

|〈x, xk〉|2 ≤ ‖x‖2. (5.3)

For, let y =
∑N
k=1〈x, xk〉xk. Then 〈x− y, xk〉 = 0, for all k = 1, · · · , N , implies that y is the orthogonal

projection of x onto the space 〈x1, · · · , xN 〉. As ‖y‖2 =
∑N
k=1 |〈x, xk〉|2,

N∑
k=1

|〈x, xk〉|2 = ‖y‖2 = ‖x‖2 − ‖x− y‖2 ≤ ‖x‖2,

Step 2: Let x ∈ X and l a natural number. We claim that the subset Sl of S

Sl = {x : |〈x, xα〉| ≥
1

l
}

is a finite set. For, picking xα1
, · · · , xαN many vectors from Sl and applying Step 1, we get

‖x‖2 ≥
N∑
k=1

|〈x, xαk〉|2 ≥
N

l2
.

It follows that the cardinality of Sl cannot exceed ‖x‖2l2.

Step 3: Only countably many terms 〈x, xα〉 are non-zero. Let Sx be the subset of S consisting of all xα’s
such that 〈x, xα〉 is non-zero. We have the decomposition

Sx =

∞⋃
1

Sl.

Since each Sl is a finite set, Sx is countable.

Now the Bessel’s inequality follows from passing to infinity in (5.3).

Now we can give an answer to the question posed in the beginning of this section.

Theorem 5.12. Let Y be a closed subspace in the Hilbert space X. Suppose that S is an orthonormal
subset of Y whose linear span is dense in Y. Then for each x, its orthogonal projection on Y is given by∑
k〈x, xk〉xk where {xk} is any ordering of all those xα in S with non-zero 〈x, xα〉.

Proof. First of all, we need to verify that the sum
∑
k〈x, xk〉xk is convergent. By the completeness of Y

it suffices to show that {yn} ≡ {
∑n
k 〈x, xk〉xk} is a Cauchy sequence. Indeed, we have

‖yn − ym‖2 = ‖
n∑

m+1

〈x, xk〉xk‖2

=

n∑
m+1

|〈x, xk〉|2.

By the Bessel’s inequality it is clear that the right hand side of this inequality tends to zero as n,m→∞.
Therefore, {yn} is a Cauchy sequence. Now using the characterization of the orthogonal projection stated
in Theorem 5.8 and the continuity of the inner product, we conclude the proof of this theorem.
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After proving that the sum
∑
k〈x, xk〉xk is the projection of x on Y , we see that this summation

is independent of the ordering of those non-zero 〈x, xα〉. (You may also deduce this result by recalling
rearrangement does not change the limit of an absolutely convergent series.) Therefore we can comfortably
write it in the form

∑
α〈x, xα〉xα without causing any confusion.

The discussion so far motivates us to introduce a more natural replacement of the Hamel basis for
Hilbert spaces. A subset B in a Hilbert space is called a complete orthonormal set if it satisfies (a)

it is an orthonormal set, that is, for all x 6= y ∈ B, 〈x, y〉 = 0, and ‖x‖ = 1, and (b) 〈B〉 = X. The
conditions are different from those for a basis. In contrast, for a basis B we require (a)’ all vectors in B is
linearly independent, and (b)’ 〈B〉 = X. It is an exercise to show that (a) implies (a)’, but (b) is weaker
than (b)’. Some authors use the terminology “an orthonormal basis” instead of “a complete orthonormal
set”. We prefer to use the latter.

Theorem 5.13. Every non-zero Hilbert space admits a complete orthonormal set.

Proof. Let F be the collection of all orthonormal sets in X. Clearly F is non-empty and has a partial
order by set inclusion. For any chain C in F , clearly

S∗ =
⋃
S∈C

S

is an upper bound of C . By Zorn’s lemma, F has a maximal element B. We claim that B is a complete
orthonormal set. First of all, B consists of normalized vectors orthogonal to each other, so (a) holds. To

prove (b), let’s assume there is some z not in 〈B〉. By orthogonal decomposition, z′ = (z−Pz)/‖z−Pz‖
where P is the projection operator on 〈B〉 is a unit vector perpendicular to 〈B〉. It follows that B∪{z′} ∈
F , contradicting the maximality of B.

We end this section with some criteria for a complete orthonormal set.

Theorem 5.14. Let B be an orthonormal set in the Hilbert space X. The followings are equivalent:

(a) B is a complete orthonormal set,

(b) x =
∑
xα∈B〈x, xα〉xα holds for all x ∈ X,

(c) ‖x‖2 =
∑
xα∈B |〈x, xα〉|

2 holds,

(d) 〈x, xα〉 = 0, for all xα ∈ B implies that x = 0.

(c) is called the (Parseval’s identity). In other words, the Bessel’s inequality holds on every orthonormal
set, but the Parseval’s identity holds only when the set is complete.

Proof. (a)⇒(b): When 〈B〉 = X, the orthogonal projection beomes the identity map, so (b) holds by
Theorem 5.12.

(b)⇒ (c):

‖x‖2 −
n∑
k=1

|〈x, xk〉|2 = ‖x−
n∑
k=1

〈x, xk〉xk‖2 → 0,

as n→∞, by Theorem 5.12.

(c)⇒ (d): Obvious.

(d)⇒ (a): Suppose on the contrary 〈B〉 is strictly contained in X. We can find a non-zero x0 ∈ X \〈B〉
such that 〈x0, xα〉 = 0, for all xα ∈ B. However, this is impossible by (d).
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5.5 A Structure Theorem

Recall that in linear algebra we showed that two finite dimensional vector spaces are linearly isomorphic
if and only if they have the same dimension. That means there is only one invariant, the dimension, to
distinguish vector spaces. A similar result holds in a (separable) Hilbert space. We prove in below that
every separable Hilbert space has a countable complete orthonormal set. Consequently separable Hilbert
spaces are distinguished by their cardinality.

Proposition 5.15. A Hilbert space has a countable complete orthonormal set if and only if it is separable
in its induced metric.

Proof. Let B = {xk}∞1 be a complete orthonormal set of X. By definition, the set 〈B〉 is dense in X.
However, consider the subset S = {x ∈ 〈B〉 : x is a linear combination of B with coefficients in Q or

Q + iQ depending on F = R or C}. It is clear that S = 〈B〉 = X.

On the other hand, let C be a countable, dense subset of X. We can write it as a sequence
{x1, x2, x3, · · · }. Step by step we can throw away vectors which are linearly dependent of the previ-
ous ones to get a subset {y1, y2, y3, · · · } which consists of linearly independent vectors and yet still spans
X. Now, apply the Gram-Schmidt process to this subset to obtain an orthonormal set {z1, z2, z3, · · · }.
From construction we have that 〈{z1, z2, z3, · · · }〉 = 〈{y1, y2, y3, · · · }〉 so {z1, z2, z3, · · · } is a complete
orthonormal set.

Theorem 5.16. Every infinite dimensional separable Hilbert space X is the same as `2. More precisely,
there exists an inner-product preserving linear isomorphism Φ from X to `2.

Proof. Pick a complete orthonormal set {xk}∞1 of X whose existence is guaranteed by Proposition 5.15.
Then for every x ∈ X, we have x =

∑
〈x, xk〉xk. Define the map Φ : X 7→ `2 by Φ(x) = (a1, a2, · · · )

where ak = 〈x, xk〉. By Theorem 5.14 we know that Φ is a norm-preserving linear map from X to `2. It
is also onto. For, let {ak} be an l2-sequence. Define yn =

∑n
k=1 akxk. Using ‖yn−ym‖2 =

∑n
m+1 a

2
k → 0

as n,m → ∞, yn converges in X to
∑∞

1 akxk. Clearly, 〈x, xk〉 = ak, so Φ is onto. Finally, it is also
inner-product preserving by polarization.

We end this section with a famous example of a complete orthonormal set.

First, Let L2((−π, π)) be the completion of C([−π, π]) under the L2-product. For f, g ∈ C([−π, π])
over the complex field, the product is given by

〈f, g〉 =

∫ π

−π
f(x)g(x)dx.

The set B = { 1√
2π
einx, n ∈ Z} is a countable set consisting of orthonormal vectors:

〈 1√
2π
einx,

1√
2π
eimx〉 =

1

2π

∫ π

−π
einxeimxdx

=
1

2π

1

i(m− n)
ei(n−m)x|π−π

= 0 if n 6= m;

〈 1√
2π
einx,

1√
2π
eimx〉 =

1

2π

∫ π

−π
einxe−inx = 1.

For f ∈ L2((−π, π)), we define its Fourier series to be∑
n

〈f, 1√
2π
einy〉 1√

2π
einx =

∞∑
n=−∞

cne
inx, cn =

1

2π

∫ π

−π
f(y)e−iny dy,
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and write f ∼
∑
n cne

inx. We know from previous discussions that this series is a well-defined function in

L2((−π, π)). In fact, it is the orthogonal projection of f onto the closed subspace 〈B〉. The completeness of
B is a standard result in Fourier Analysis. Here we give a quick proof by using Weierstrass’ approximation
theorem in the plane. That is, for any continuous function f in the unit disk there exists {pn(z)}, where
each pn is a polynomial so that {pn} tends to f in supnorm.

Observe any 2π-periodic function f in [−π, π] induces a function g ∈ C(S1) where S1 = {eiθ : θ ∈
[−π, π]} is the unit circle in the plane by g(eiθ) = f(θ). Extend g as a continuous function in the closed
disc D = {(x1, x2) : x2

1 + x2
2 ≤ 1} and denote it by the same g. For ε > 0, by Weierstrass’ theorem there

exists a polynomial p(x1, x2) such that ‖p− g‖∞,D < ε. When restricted to S1 we obtain

‖p(x1, x2)− g(x1, x2)‖∞,S1 < ε,

where

x1 =
1

2
(eix + e−ix), x2 =

1

2i
(eix − e−ix), x ∈ [−π, π].

As p(x1, x2) (regarded as a function of x in [−π, π]) is just a linear combination of functions in B, this
shows that 〈B〉 is dense in the subspace of periodic functions in C([−π, π]) under the sup-norm. As the
sup-norm is stronger than the L2-norm, 〈B〉 is also dense in this subspace in L2-norm. Now, for any
L2-function f , we can find a continuous function f1 ∈ C[−π, π] such that ‖f − f1‖2 < ε. By modifying
the value of f near endpoints we can find another continuous f2, which is now periodic, ‖f1 − f2‖ < ε.
Finally, there exists a trigonometric polynomial p such that ‖f2 − p‖2 < ε. All together we obtain
‖f − p‖2 ≤ ‖f − f1‖2 + ‖f1 − f2‖2 + ‖f2 − p‖2 < 3ε. We conclude that B forms a complete orthonormal
set in L2((−π, π)). In particular, for every L2-functions, its Fourier series converges to f in L2-norm,
and the Parseval’s identity ∫ π

−π
|f(x)|2dx = 2π

∞∑
n=−∞

|cn|2,

holds.

For a real function f , the Fourier series is usually expressed in real form,

f ∼ a0

2
+

∞∑
n=1

(
an cosnx+ bn sinnx

)
,

where

an =
1

π

∫ π

−π
f(y) cosny dy, n ≥ 0, bn =

1

π

∫ π

−π
f(y) sinny dy, n ≥ 1,

and you can write down the corresponding Parseval’s identity.

Other examples of orthonormal sets can be found in the exercises.

Exercise 5

1. Establish the identity

‖z − x‖2 + ‖z − y‖2 =
1

2
‖x− y‖2 + 2‖z − 1

2
(x+ y)‖

for x, y, and z in an inner product space.

2. Prove Proposition 5.6.

3. Show that (C[0, 1], ‖ · ‖p) is not induced from any inner product for p ∈ [1,∞] \ {2}.
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4. (a) Let X be a Hilbert space and Λ ∈ X ′. Show that there exists a unique z ∈ X such that
Λx = 〈x, z〉 and ‖Λ‖ = ‖z‖. Combining with what we have done in class, the map Λ 7→ z is a norm-
preserving linear isomorphism when X is real and a norm-preserving sesquilinear isomorphism when
X is complex. Hint: The kernel of Λ is a closed subspace of codimension one. Consider z = x−Px
where x lies outside this subspace and P is the projection on this subspace.

(b) Use (a) to show that a Hilbert space is always reflexive.

5. Let X be a Hilbert space. Let B : X ×X → F such that B(x, y) is (a) linear in x, (b) sesquilinear
in y, and (c) |B(x, y)| ≤ M‖x‖‖y‖ for some M . Prove that there exists T ∈ B(X) satisfying
B(x, y) = 〈Tx, y〉 and ‖T‖ = sup{B(x, y) : ‖x‖, ‖y‖ ≤ 1}.

6. Let X be a Hilbert space. Show that if {xn} weakly converges to x, that’s, Λxn → Λx, ∀Λ ∈ X ′,
then xn → x provided ‖xn‖ → ‖x‖.

7. Let X be a vector space and X1 a closed subspace.

(a) Show that there exists another subspace X2 such that X = X1

⊕
X2. Suggestion: Apply Zorn’s

lemma as in the proof of existence of basis in the first chapter.

(b) Let P1 be the projection map which sends x to x1 in the above direct sum decomposition. Show
that P1 is linear and satisfies P 2

1 = P1.

(c) Similarly P2 is defined. Explain why P2 = I − P1 and P1P2 = 0.

The following two problems refresh your memory on materials about the Gram-Schmidt process
which will be used in the next lecture.

8. Let {x1, x2, · · · , xn} be in the Hilbert space X. Show that it is a linearly independent set if and
only if its “Gram determinant”

det(〈xi, xj〉)
is nonzero.

9. Let S = {x1, x2, · · · , xn} be a finite set in the inner product space X. Review the Gram-Schmidt
process how to obtain an orthonormal set S′ from S so that they span the same space.

10. Let K be a closed, convex set in the real Hilbert space X and x0 ∈ X/K. In Theorem 5.7 we
proved that there exists a point y0 ∈ K which minimizes the distance from x0 to K. Show that the
following characterization of y0 holds: z minimizes the distance if and only if for all y ∈ K,

〈x0 − z, y〉 ≤ 〈x− z, z〉.

This result reduces to Theorem 5.8 when K is a subspace.

11. (a) A linear map P on a vector space X is a projection if it satisfies P 2 = P . Show that X =
RanP ⊕N(P ).

(b) If now P ∈ B(X) where X is a Hilbert space. A projection is called an orthogonal projection if
it further satisfies 〈Px, y〉 = 〈x, Py〉, ∀x, y. Show that there is a one-to-one correspondence between
orthogonal projections and closed subspaces of X.

12. Find

min{
∫ 1

−1

∣∣x3 − a− bx− cx2
∣∣2dx : a, b, c ∈ R}.

13. Find the orthogonal projection of (or the best approximation to) the function f onto the subspace
spanned by cosx and 1− 2x in L2(−π, π) where f is (a) ex and (b) cos 6x.

14. Find the function g ∈ L2(−π, π) which satisfies∫ π

−π
f(x)xdx = 1,

∫ π

−π
f(x) sinxdx = 2

with the minimal L2-norm. Show that it is unique.



5.5. A STRUCTURE THEOREM 81

15. Compare the concept of a Schauder basis and a complete orthonormal basis in a Hilbert space. Is
a complete orthonormal set necessarily a Schauder basis?

16. Read pg 176-184 in [Kreyszig] for two examples of complete orthonormal sets: The Legendre poly-
nomials for L2[0, 1] and Hermite functions for L2(R).

17. Let H be a Hilbert space.

(a) Show that {xj} → x0 weakly if and only if for every x ∈ H, 〈xj , x〉 → 〈x0, x〉 as j →∞. (See
last assignment for the concept of weak convergence.)

(b) Show that {xj} → x0 weakly if for each fixed xk, 〈xj , xk〉 → 〈x0, xk〉. Suggestion: Let Y be the
subspace {x ∈ H : 〈xj , x〉 → 〈x0, x〉 as j → ∞}. Observe it contains all xk’s and is closed. Then
consider the orthogonal decomposition H = Y ⊕ Y ⊥ and apply (a).

18. (a) Write down the Parseval’s identities for the Fourier series in the real case.

(b) Evaluate the Parseval’s identity for the following two functions in L2((−π, π)): (a) f(x) =
1, x ∈ [0, π],= 0, x ∈ [−π, 0), and (b) g(x) = π − x, x ∈ [0, π],= x+ π, x ∈ [−π, 0).
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Chapter 6

Compact, Self-Adjoint Operator in
Hilbert Space

/´'¼Á���h��ôP±$ôPý�
Á¶ -�±®.

In Chapter 4 we discussed general properties of bounded linear operators. To have a taste of the richness
of operator theory, here we cast our attention on a special class of bounded linear operators, namely,
compact, self-adjoint ones in Hilbert spaces. Our main result is a structural theorem stating that the
eigenvectors of a compact, self-adjoint operators form a complete orthonormal set. This is an infinite
dimensional generalization of the theorem of reduction to principal axes for self-adjoint matrices in linear
algebra. Compact, self-adjoint operators come up naturally in differential and integral equations. In the
last section we show how it is applied to the boundary value problems of second order ordinary differential
equations.

6.1 Adjoint Operators

Let T ∈ B(X1, X2) where X1 and X2 are Hilbert spaces over the same field. We construct a bounded
linear operator called the adjoint of T , T ∗, from X2 to X1 as follows. For any y ∈ X2, the map
x 7→ 〈Tx, y〉X2 is linear and bounded, and hence defines an element in X ′1. By self-duality there exists a
unique x∗ in X1 such that 〈Tx, y〉X2

= 〈x, x∗〉X1
. We define the adjoint of T to be the map T ∗y = x∗.

Then
〈Tx, y〉X2

= 〈x, T ∗y〉X1
, for all x, y, (6.1)

holds. We shall drop the subscripts in the inner products.

Proposition 6.1. Let T be in B(X1, X2) where X1 and X2 are Hilbert spaces. Then

(1) (T ∗)∗ = T ,

(2) T ∗ ∈ B(X2, X1), and

(3) ‖T ∗‖ = ‖T‖.

Proof. (1) is straightforward from definition. Next we verify linearity. For any y1, y2 and scalars α and
β, by (6.1),

〈x, T ∗(αy1 + βy2)〉 = 〈Tx, αy1 + βy2〉
= α〈Tx, y1〉+ β〈Tx, y2〉
= α〈x, T ∗y1〉+ β〈x, T ∗y2〉
= 〈x, αT ∗y1 + βT ∗y2〉,

so T ∗(αy1 + βy2) = αT ∗y1 + βT ∗y2.

83
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Finally, by self-duality,

‖T ∗y‖ = sup
x6=0

|〈x, T ∗y〉|
‖x‖

= sup
x6=0

|〈Tx, y〉|
‖x‖

≤ ‖T‖‖y‖,

so ‖T ∗‖ ≤ ‖T‖. The reverse inequality follows from (1).

Other elementary properties of T ∗ are contained in the following proposition, whose proof is left to
you.

Proposition 6.2. Let T, T1, and T2 ∈ B(X1, X2) where X1 and X2 are Hilbert spaces.

(1) (αT1 + βT2)∗ = ᾱT ∗1 + β̄T ∗2 ,

(2) (ST )∗ = T ∗S∗ where S ∈ B(X2, X3) and X3 is a Hilbert space,

(3) (T−1)∗ = (T ∗)−1 if T ∈ B(X1) is invertible.

Consider T ∈ L(Fn,Fm) where {e1, · · · , en} and {f1, · · · , fm} denote the canonical bases in Fn and Fm
respectively. Then Tej =

∑m
1 akjfk where (akj) is the matrix associated with T , and T ∗fk =

∑n
1 bjkej

where (bjk) is the matrix associated with T ∗. Letting x =
∑n

1 αjej and y =
∑m

1 βkfk, then

〈Tx, y〉 = 〈
∑

αjTej ,
∑

βkfk〉 =
∑

αjβkakj ,

〈x, T ∗y〉 = 〈
∑

αjej ,
∑

βkT
∗fk〉 =

∑
αjβkbjk,

From 〈Tx, y〉 = 〈x, T ∗y〉 we conclude

(bij) = (aji).

So the matrix associated with T ∗ is the adjoint matrix of the matrix associated with T . This justifies
the terminology of the adjoint of a linear operator.

Let X be a Hilbert space. A bounded linear operator on X to itself is called self-adjoint if T ∗ = T .
For T ∈ B(Fn) its associated matrix satisfies (ajk) = (akj). That is to say, it is a self-adjoint matrix.
When the scalar field is real, the matrix is called symmetric. In some texts, the terminology a “symmetric
operator” is used instead of a “self-adjoint operator”, and a self-adjoint operator is reserved for a densely
defined unbounded operator whose adjoint is equal to itself. We never touch upon unbounded operators,
so this definition will not come up; there is no chance to mess things up.

A basic property of a self-adjoint operator is that its eigenvalues must be real. Recall that λ is an
eigenvalue of a linear operator T if there exists a non-zero vector x satisfying Tx = λx. The eigenspace
Φλ = {x ∈ X : Tx = λx} forms a subspace of X and it is closed when T is bounded.

Proposition 6.3. Let T ∈ B(X) be self-adjoint where X is a Hilbert space.

(1) All eigenvalues of T are real; and

(2) Eigenvectors corresponding to distinct eigenvalues are orthogonal.

Proof. (1). If x is an eigenvector for the eigenvalue λ, then

〈Tx, x〉 = 〈λx, x〉 = λ〈x, x〉,

〈x, Tx〉 = 〈x, λx〉 = λ̄〈x, x〉.
By self-adjointness, λ〈x, x〉 = λ̄〈x, x〉 which implies λ is real.

(2). Let Tx1 = λ1x1 and Tx2 = λ2x2, where λ1 and λ2 are distinct. We have

〈Tx1, x2〉 = λ1〈x1, x2〉,

〈x1, Tx2〉 = λ2〈x1, x2〉.
By self-adjointness, λ1〈x1, x2〉 = λ2〈x1, x2〉 and, as the eigenvalues are distinct, 〈x1, x2〉 = 0.
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Proposition 6.4. Let T ∈ B(X) be self-adjoint where X is a Hilbert space. Then

‖T‖ = sup{|〈Tx, x〉| : x ∈ X, ‖x‖ = 1.}

Proof. Denote the right hand side of the above formula by M . As

|〈Tx, x〉| ≤ ‖Tx‖‖x‖ ≤ ‖T‖‖x‖2,

taking supremum over all unit x shows that M ≤ ‖T‖.

On the other hand, from 〈Tx, x〉 = 〈x, Tx〉 = 〈Tx, x〉 we know that 〈Tx, x〉 ∈ R, for all x. By a direct
expansion

〈T (x+ y), x+ y〉 − 〈T (x− y), x− y〉 = 2〈Tx, y〉+ 2〈Ty, x〉
= 4Re〈Tx, y〉,

because T is self-adjoint. As a result,

Re〈Tx, y〉 =
1

4
(〈T (x+ y), x+ y〉 − 〈T (x− y), x− y〉)

≤ M

4
(‖x+ y‖2 + ‖x− y‖2)

=
M

2
(‖x‖2 + ‖y‖2),

by the parallelogram identity. Taking x, ‖x‖ = 1, and y = Tx/‖Tx‖( 6= 0),

‖Tx‖ = Re〈Tx, y〉 ≤ M

2
(1 + 1) = M,

whence ‖T‖ = M .

Remark 6.1 We shall use the following remarks in next section:

(a) sup{|〈Tx, x〉| : ‖x‖ = 1} may be expressed as

max{ sup
‖x‖=1

〈Tx, x〉,− inf
‖x‖=1

〈Tx, x〉}.

(b) From this proposition, we know that T ≡ 0 if 〈Tx, x〉 = 0 for all x.

6.2 Compact, Self-Adjoint Operators

A linear operator T ∈ L(X1, X2) where X1 and X2 are normed spaces is called compact if whenever
{xn}, ‖xk‖ ≤ M for some M , {Txk} has a convergent subsequence. In other words, the image of a
bounded sequence under a compact operator has the Bolzano-Weierstrass property. A compact operator
is necessarily bounded. It is like a “regulator” which produces finite dimensional behavior.

All compact operators form a closed subspace of B(X) where X is a Banach space under the operator
norm. Furthermore, it is a two-sided ideal in the sense that ST and TS are compact if T is compact and
S is bounded. The transpose (or the adjoint when the space is Hilbert) of a compact operator is again
compact. It is a good exercise to prove all these facts.

A common class of compact operators is provided by integral operators. Letting K ∈ C([a, b]2) and
considering the operator

If(x) =

∫ b

a

K(x, y)f(y)dy,
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we saw in Chapter 4 that I is bounded on C[a, b] as well as Lp((a, b)), p ∈ [1,∞). (Forgive me for
abusing the same notation.) We claim that it is compact on any one of these spaces. Let’s take it to be
Lp((a, b)), p ≥ 1. Let {fj} be a sequence in Lp((a, b)), ‖fj‖p ≤ M, say. By the definition of Lp-space,
we can find gj ∈ C([a, b]) such that ‖fj − gj‖p < 1/j. Then

Igj(x) =

∫ b

a

K(x, y)gj(y)dy

makes sense. As K is uniformly continuous, for any ε > 0 there exists δ such that |K(x, y)−K(x′, y′)| < ε

for
√

(x− x′)2 + (y − y′)2 < δ. So,

∣∣Igj(x)− Igj(x′)
∣∣ ≤ ∫ b

a

∣∣K(x, y)−K(x′, y)
∣∣|gj(y)|dy

≤ ε(b− a)1/q‖gj‖p
≤ ε(b− a)1/q(1 +M),

where q is conjugate to p. We conclude that {Igj} is equicontinuous in [a, b]. Similarly we can show that
it is also uniformly bounded. Hence by Arzela-Ascoli theorem there exists {Igjk} converging uniformly
to some h ∈ C[a, b]. As uniform convergence is stronger than Lp-convergence, we have

‖Ifjk − h‖p ≤ ‖Ifjk − Igjk‖p + ‖Igjk − h‖p → 0,

as k →∞, so I is compact.

Another subclass of compact operators is provided by operators of finite rank. A bounded linear
operator T is an operator of finite rank if its image is a finite dimensional subspace. Since {Txk} is a
bounded subset in a finite dimensional space whenever {xk} is bounded, clearly the Bolzano-Weierstrass
property holds for it. In practise most compact operators are limits of operators of finite rank. For
operators on Hilbert spaces, this can be established without much difficulty. For many years it was
conjectured that this be true on Banach spaces, but now people have found sophisticated counterexamples
even in a separable Banach space.

Here we consider linear operators in a Hilbert space to itself which is self-adjoint and compact simul-
taneously. The study of self-adjoint, compact operators was due to Hilbert and is an early success of
functional analysis. There is a lot of information one can retrieve.

Proposition 6.5. Let T be compact, self-adjoint in B(X) where X is a Hilbert space X. Then

(1) For any non-zero eigenvalue λ, the eigenspace of λ, Φλ, is a finite dimensional subspace.

(2) If eigenvalues {λk}, where all λk’s are all distinct, converges to λ∗, then λ∗ = 0.

Proof. The following proof works for (1) and (2). Assume on the contrary that there are infinitely many
distinct eigenvectors. Let λj be a sequence of eigenvalues of T , λj → λ∗ 6= 0 and Txj = λjxj , ‖xj‖ = 1

where {xj} forms an orthonormal set. According to Proposition 6.3 (b), ‖xj − xk‖ =
√

2. On the other
hand, by compactness there exists Txjk → x0. That is to say, λjkxjk → x0. By assumption, λjk → λ∗.
It follows that xjk = 1

λjk
λjkxjk → x0/λ

∗. So {xjk} is a Cauchy sequence and ‖xjk − xjl‖ → 0 as

jk 6= jl →∞, contradicting ‖xjk − xjl‖ =
√

2.

Lemma 6.6. Let T be compact, self-adjoint in B(X) where X is a Hilbert space X. Then

M = sup
x 6=0

〈Tx, x〉
‖x‖2

,
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is an eigenvalue of T provided it is positive. Similarly,

m = inf
x 6=0

〈Tx, x〉
‖x‖2

is an eigenvalue of T provided it is negative.

Proof. It suffices to consider the first case. Let {xk} be a sequence satisfying ‖xk‖ = 1 and 〈Txk, xk〉 →
M . By compactness, there exists Txkj → x0 in X.

Consider the self-adjoint operator T − mI. By Remark (a) after Proposition 6.4, ‖T − mI‖ =
max{M −m,m−m} = M −m. We have

‖Txk −Mxk‖2 = ‖(T −mI)xk − (M −m)xk‖2

= ‖(T −mI)xk‖2 + (M −m)2‖xk‖2 − 〈(T −mI)xk, (M −m)xk〉
−〈(M −m)xk, (T −mI)xk〉

≤ ‖T −mI‖2 + (M −m)2 − 2(M −m)(〈Txk, xk〉 −m)

= 2(M −m)2 − 2(M −m)(〈Txk, xk〉 −m)

→ 0

as k →∞. Restricting to the subsequence {xkj} to get

Txkj −Mxkj → 0.

As Txkj → x0, xkj → x0/M , x0 6= 0, and so by continuity Txkj → Tx0/M . We conclude that x0 is an
eigenvector to to the eigenvalue M .

The following is the main result of this chapter. It is an infinite dimensional version of the reduction
to principal axes for a self-adjoint matrix. It is also called the spectral theorem for compact, self-adjoint
operators.

Theorem 6.7. Let T be compact, self-adjoint in B(X) where X is Hilbert space.

(1) Suppose 〈Tx, x〉 > 0 for some x ∈ X. Then

λ1 = sup
x 6=0

〈Tx, x〉
‖x‖2

is a positive eigenvalue of T .

(2) Recursively define, for n ≥ 2,

λn = sup{〈Tx, x〉
‖x‖2

: x 6= 0, x ⊥ 〈x1, · · · , xn−1〉}

where xj satisfies Txj = λjxj, ‖xj‖ = 1, j = 1, 2, · · · , n − 1. Then λn is a positive eigenvalue of T
as long as the supremum is positive. The collection is finite when there exists some N such that

〈Tx, x〉 ≤ 0, for all x ⊥ 〈x1, · · · , xN 〉.

Otherwise, there are infinitely many λj’s and λ1 ≥ λ2 ≥ · · · → 0.

(3) For any “eigenpair” (λ, z) where λ > 0, λ must equal to λj for some j and z belong to the sub-
space spanned by all xj. (We note that to the same λj there could be more than one corresponding
eigenvectors by the above construction.)
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(4) Similarly, all negative eigenvalues are given by

λ′1 = inf
x 6=0

〈Tx, x〉
‖x‖2

,

and, for n ≥ 2,

λ′n = inf{〈Tx, x〉
‖x‖2

: x 6= 0, x ⊥ 〈x′1, · · · , x′n−1〉}

if 〈Tx, x〉 < 0 for some x. Here x′j is the normalized eigenvector of λ′j.

(5) Let 〈xk, x′k〉 be the span of all normalized eigenvectors. Then

X = 〈xk, x′k〉 ⊕X0,

where X0 is the zero-eigenspace of T .

Proof. (1) follows directly from Lemma 6.6.

(2) Consider the closed subspace X1 = 〈x1〉⊥. We check that T : X1 7→ X1. For, if x ⊥ x1, then
0 = 〈Tx, x1〉 = 〈x, Tx1〉 = λ1〈x, x1〉, so Tx ⊥ x1. It is routine to check that T : X1 7→ X1 is still a
compact, self-adjoint operator. By applying Lemma 6.6 again

λ2 = sup{〈Tx, x〉
‖x‖2

: x 6= 0, x ∈ X1}

is an eigenvalue provided the supremum is positive. We may repeat this process to obtain the other
eigenvalues until there exists an N such that 〈Tx, x〉 ≤ 0, for all x ⊥ 〈x1, · · · , xN 〉. Otherwise, we have
an infinite sequence of decreasing eigenvalues. By Proposition 6.5, this sequence must converge to zero.

(3) Suppose λ is a positive eigenvalue with eigenvector x̃. If (λ, x̃) does not come from the above
construction, we must have λ ≤ λ1 and there exists some n such that λ ∈ (λn+1, λn] or (0, λN ] (when
N <∞). Consider the former first. When λ is not equal to λn, x̃ is orthogonal to all xn by Proposition
6.3 (b). However, by the construction of λn+1, we have

λ =
〈T x̃, x̃〉
‖x̃‖2

≤ sup{〈Tx, x〉
‖x‖2

: x 6= 0, x ⊥ 〈x1, · · · , xn〉} = λn+1,

contradiction holds. When λ = λn, let us assume λn−K > λn−K+1 = λn−K+2 = · · · = λn > λn+1

because of finite multiplicity. The modified vector x ≡ x̃ − Px̃ where P is the orthogonal projection of
x̃ to the subspace spanned by {xn−K+1, · · · , xn} is orthogonal to all {x1, x2, · · · , xn} and still satisfies
Tx = λx. Without loss of generality we may assume x = x̃. Then the above argument still produces a
contradiction. A similar argument works for λ ∈ (0, λN ].

(4) The proof is left to the reader.

(5) By the above construction we see that for all x in Z ≡ 〈xk, x′k〉
⊥

, 〈Tx, x〉 = 0. It is readily checked
that T maps Z to itself. By Remark (b) after Proposition 6.4 we conclude that so T ≡ 0 on Z. In other

words, 〈xk, x′k〉
⊥

is the 0-eigenspace. By the theorem on orthogonal decomposition

X = 〈xk, x′k〉 ⊕ 〈xk, x′k〉
⊥

= 〈xk, x′k〉 ⊕X0.

This theorem may be viewed as the statement: Any matrix representation of a compact, self-adjoint
operator can be diagonalized by a “rotation”. Let us take the field to be real and consider T a symmetric
linear transformation on the Euclidean space Rn. For any orthonormal basis {x1, · · · , xn}, the matrix
A ≡ (ajk), Txk =

∑
j ajkxj , is the matrix representation of T with respect to this basis. From linear
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algebra we know there exists an orthogonal matrix R such that R∗AR is equal to a diagonal matrix Λ. (An
orthogonal matrix R satisfies R∗R = I by definition.) Letting y = Rx, the matrix representation of T with
respect to the new orthonormal basis {y1, · · · , yn} is the matrix Λ ≡ (λjδjk) where yj is the eigenvector of
the eigenvalue λj . Now, for a compact, symmetric operator on an infinite dimensional Hilbert space the
same thing happens. Let us assume for simplicity that zero is not an eigenvalue. Then for any complete
orthonormal set {xj} the operator T is represented by an infinite matrix A ≡ (ajk), j, k ≥ 1, defined
similarly as above. Let {λ1, λ2, . . . , } be an ordering of all eigenvalues of T according to |λ1| ≥ |λ2| ≥
|λ3| ≥ . . . and zj the corresponding (orthonormal) eigenvectors. According to the theorem, {zj} forms
a complete orthonormal set and the mapping defined by zj =

∑
k rkjxk defines an “orthogonal matrix”

R ≡ (rjk) which satisfies R∗R = I. We have R∗AR = Λ where Λ is the diagonal matrix consisting of
eigenvalues.

Consider the set {x :
∑
ajkxjxk = 1} where (ajk) is positive definite. The discussion above

shows that in the new coordinates given by yj ’s, as a result of a rotation of xj ’s, this set becomes
{y : λ1y

2
1 +λ2y

2
2 + · · ·+λny

2
n = 1, }, an ellipsoid in principal axes. In the infinite dimensional setting one

may still call the eigenvectors zj the principal axes of T , and the theorem guarantees such reduction to
principal axes by a rotation is always possible.

6.3 An Application

It is a basic fact in Fourier series that the sine and cosine functions form a complete orthonormal basis in
the L2-space of 2π-periodic functions. For L2-functions on the interval [0, π] the functions

√
π/2 sin kx k ≥

1, form a complete orthonormal set. By considering the eigenvalue problem for an ordinary differential
equation we shall show there are many complete orthonormal sets like the sine family.

Consider the eigenvalue problem for the second order ordinary differential equation

−y′′ + q(x)y = µy, y(a) = y(b) = 0, (6.2)

where the “potential” q is a given continuous function on [a, b]. We want to find µ such that this problem
has a non-trivial solution y. Then µ is an eigenvalue and y an “eigenfunction” corresponding to µ. We
denote the differential operator −d2/dx2 + q(x) by L.

First of all, look at the simplest case q ≡ 0. (6.1) becomes{
−y′′ = µy
y(0) = y(π) = 0.

We have taken the interval to be [0, π]. By a scaling this can be achieved always. By solving the problem

directly all eigenvalues are found; they are given by j2, j ≥ 1, and ϕj =
√

2
π sin jx is the corresponding

normalized eigenfunction. All eigenvalues are simple (multiplicity one).

We want to extend the result to a general q(x). To take advantage of the theorem on reduction to
principal axes, we first convert the problem into one for an integral operator since L is unbounded. In
general, differential operators behave badly but integral operators usually have some regularizing effect.
We shall see shortly how nice the “inverse operator” of L will be.

To simplify our discussion, we observe that for any constant C0, the eigenvalue problem

−y′′ + (q(x) + C0)y = µ′y, y(a) = y(b) = 0,

is equivalent to (6.2) in the sense that µ is an eigenvalue of (6.2) if and only if µ′ = µ + C0 above. By
choosing C0 a large number such q(x) +C0 > 0, ∀x, and replace q in (6.2) by q+C0 we may assume that
q is positive on [a, b]. An advantage of this assumption is that all eigenvalues of (6.2) must be positive.
To see this, letting (µ, φ) be an eigen-pair of (6.2) where φ is, say, positive somewhere, there is some x0

at which φ attains maximum. Then φ′′(x0) ≤ 0, whence

µφ(x0) = −φ′′(x0) + q(x0)φ(x0) > 0,
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implies µ > 0.

In the following we assume q is positive so all eigenvalues of (6.2) are positive.

The convert of L into an integral operator is realized by using the Green’s function. Although a
bit obscure at first sight, this method is widely used in theory of differential equations. Pick any two
non-trivial solutions ha(x) and hb(x) of

−y′′ + q(x)y = 0,

which satisfies ha(b) = hb(a) = 0. These two solutions must be linearly independent. For if there exists
some C such that ha = Chb, then ha(a) = Chb(a) = 0 means that ha(a) = ha(b) = 0 and ha is a
non-trivial eigenfunction for µ = 0, contradicting to our assumption on q.

As ha and hb are linearly independent, from (6.2) we know that its WronskianW (x) = (hah
′
b−h′ahb)(x)

is equal to a non-zero constant c.

Define the Green’s operator G by

(G f)(x) =

∫ b

a

G(x, y)f(y)dy, f ∈ C[a, b]

where the Green’s function G is

G(x, y) =

{
1
cha(x)hb(y), x ≥ y
1
cha(y)hb(x), x ≤ y

It is readily check that G ∈ C([a, b] × [a, b]) and G(x, y) = G(y, x). The first fact shows that G is an
integral operator with a continuous kernel. According to the general discussion in Section 4.2 G extends
to be a bounded linear operator G on L2((a, b)). Moreover, from Section 6.2 we know that it is compact.
Here we would like to use the spectral theorem to solve the eigenvalue problem (6.2) for the differential
operator L. We need to derive more properties of G . Let E = {φ ∈ C1([a, b]) : φ(a) = φ(b) = 0}. The
following proposition clarifies in what sense G is the inverse of L.

Proposition 6.8. (a) G : C([a, b])→ C2([a, b]) ∩ E. Moreover, LG f = f for every f ∈ C([a, b]).

(b) L : C2([a, b]) ∩ E → C([a, b]). Moreover, GLφ = φ for every φ ∈ C2([a, b]) ∩ E.

Proof. We write

(G f)(x) =

∫ x

a

1

c
ha(x)hb(y)f(y)dy +

∫ b

x

1

c
ha(y)hb(x)f(y)dy.

Clearly,
(G f)(a) = (G f)(b) = 0.

We compute

(G f)′(x) =

∫ x

a

1

c
h′a(x)hb(y)f(y)dy +

1

c
ha(x)hb(x)f(x)

+

∫ x

a

1

c
ha(y)h′b(x)f(y)dy − 1

c
ha(x)hb(x)f(x)

=

∫ x

a

1

c
h′a(x)hb(y)f(y)dy +

∫ x

a

1

c
ha(y)h′b(x)f(y)dy.

(G f)′′(x) =

∫ x

a

1

c
h′′a(x)hb(y)f(y)dy +

1

c
h′a(x)hb(x)f(x)

+

∫ x

a

1

c
ha(y)h′′b (x)f(y)dy − 1

c
ha(x)h′b(x)f(x)

= q(x)(G f)(x)− f(x),

and (a) follows. (b) can be proved by a similar computation. We leave it as an exercise.
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The next proposition describes a regularizing effect of the Green’s operator.

Proposition 6.9. The operator G ∈ B(L2(a, b), E), that is, there exists a constant C such that

‖G f‖∞ + ‖(G f)′‖∞ ≤ C‖f‖2.

By a density argument it suffices to establish this estimate for G and f from C([a, b]). But then it follows
more or less directly from the above formulas for the first and second derivatives of G f . For instance,

|G f(x)| ≤ sup
x,y
|G(x, y)|

∫ b

a

|f(y)|dy

≤
√
b− a sup

x,y
|G(x, y)|

√∫ b

a

|f |2

≡ C1‖f‖2.

Similarly, we obtain ‖(G f)′‖∞ ≤ C2‖f‖2.

Proposition 6.10. G is self-adjoint on L2((a, b)).

Proof. For f, g ∈ C[a, b],

〈G f, g〉 = 〈G f, g〉 =

∫ b

a

(

∫ b

a

G(x, y)f(y)dy)g(x)dx

=

∫ b

a

(

∫ b

a

G(x, y)g(x)dx)f(y)dy (Fubini’s theorem)

=

∫ b

a

(

∫ b

a

G(y, x)g(x)dx)f(y)dy (By G(x, y) = G(y, x))

= 〈G g, f〉 = 〈f,G g〉
= 〈f,G g〉.

Now, for f ∈ L2(a, b) and g ∈ C[a, b], pick fn → f in L2(a, b) where fn ∈ C[a, b]. We have

lim
n→∞

〈G fn, g〉 = 〈G f, g〉

and
lim
n→∞

〈fn,G g〉 = 〈f,G g〉.

It follows that 〈G f, g〉 = 〈f,G g〉, for all f ∈ L2(a, b) and g ∈ C[a, b]. Next, let gn → g ∈ L2(a, b),

〈G f, g〉 = lim
n→∞

〈G f, gn〉 = lim
n→∞

〈f,G gn〉 = 〈f,G g〉,

so G is self-adjoint.

Proposition 6.11. N(G ) = {0}.

Proof. Suppose G f = 0 we want to show that f = 0. Pick fn ∈ C([a, b]) so that fn → f in L2-norm. By
Proposition 6.9,

‖G fn − G f‖∞ ≤ C1‖fn − f‖2 → 0.
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G f = 0 implies G fn → 0 in sup-norm. For any smooth function ϕ vanishing at a and b,

〈fn, ϕ〉 =

∫ b

a

fn(x)ϕ(x)dx

=

∫ b

a

LG fnϕ(x)dx

=

∫ b

a

(− d2

dx2
+ q(x))G fn(x)ϕ(x)dx

=

∫ b

a

G fn(x)(Lϕ)(x)dx (after twice integration by parts)

→ 0

as ‖G fn‖∞ → 0. If follows that for all smooth ϕ vanishing at a and b,

〈f, ϕ〉 = 0.

As every continuous function can be approximated in L2-norm by smooth functions vanishing at
endpoints, and any L2-function can be approximated by continuous functions in L2-norm, this relation
implies that

〈f, g〉 = 0, for all g ∈ L2(a, b).

In particular, taking g = f we get f = 0.

Now, we can appeal to Theorem 6.7 to conclude {ϕj , ϕ′j}
N,N ′

1,1 , N,N ′ ≤ ∞, with

Gϕj = λjϕj , λj > 0

Gϕ′j = λjϕ
′
j , λ

′
j < 0

and L2(a, b) = 〈ϕj , ϕ′j〉. By Proposition 6.11 these eigenfunctions form a complete orthonormal set of

L2(a, b) .

Theorem 6.12. Let q ∈ C[a, b] in (6.2). The eigenvalue problem (6.2) has infinitely many positive eigen-
values µj →∞ and at most finitely many negative eigenvalues. Each eigenvalue has simple multiplicity.
The normalized eigenfunctions ϕj , ϕ

′
j belong to C2[a, b], satisfying ϕj(a) = ϕj(b) = ϕ′j(a) = ϕ′j(b) = 0.

They form a complete orthonormal set in L2(a, b).

Proof. Let us assume q is positive and so all eigenvalues are positive. First of all, we claim that (µ, φ)

is an eigen-pair for L if and only if (λ, φ), λ = µ−1 is an eigen-pair for G . In fact, from Proposition
6.8 (b) we know that Lφ = µφ implies Gφ = µ−1φ. On the other hand, let φ ∈ L2((a, b)) satisfy

Gφ = λφ. By Proposition 6.11 λ 6= 0. We need to show φ ∈ C2([a, b]) ∩ E. Using Proposition 6.9 and

φ = λ−1Gφ ∈ C1([a, b]) ∩E we know in particular that φ is continuous, hence Gφ = Gφ ∈ C2([a, b]) and
Lφ = λ−1φ by Proposition 6.8 (a).

Next, if φj , j = 1, 2, are eigenfunctions of (6.2) for the same eigenvalue µ. We can find a suitable
constant C such that φ′1(a) + Cφ′2(a) = 0. It follows that the function φ3 = φ1 + Cφ2 satisfies (6.2) as
well as φ3(a) = φ′3(a) = 0. From the uniqueness of the initial value problem for differential equations we
conclude that φ3 ≡ 0. Hence φ1 and φ2 are linear dependent. Therefore each eigenvalue is simple.

The proof of the theorem is completed.
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We point out that a large part of this theorem remains valid for compact operators on Banach spaces.
We refer to chapter 21 in [Lax] for the so-called Riesz or Riesz-Schauder theory.

The eigenvalue problem (6.2) is a special case of the Sturm-Liouville eigenvalue problem, an impor-
tant topic in the theory of ordinary differential equations. The interested reader may consult [Dunford-
Schwarz], or “Theory of Ordinary Differential Equations” by Coddington and Levinson.

Exercise

1. Let T ∈ B(X).

(a) Show that T1 = 1
2 (T + T ∗) and T2 = 1

2i (T − T
∗) are self-adjoint.

(b) Show that if T = S1 + iS2 where S1 and S2 are self-adjoint, then T = T1 + iT2.

2. Let T ∈ B(X). Show that Re〈Tx, x〉 = 0 implies T + T ∗ = 0

3. Under the identification of the dual space of a Hilbert space with itself by the Fréchet-Riesz the-
orem, show that the transpose of T ∈ B(Y ′, X ′) becomes the adjoint T ∗ ∈ B(Y,X). Note: The
identification is sesquilinear.

4. Let T ∈ L(X) be a compact operator. Show that

(a) T is bounded,

(b) for any S ∈ B(X), TS and ST are compact operators; and

(c) all compact operators form a closed set in B(X). Hint: Use a diagonal sequence.

5. Show that the following bounded linear operators are not compact:

(a) Sf(x) = f(x+ 1), f ∈ L2(R), and

(b) Tf(x) = xf(x), f ∈ L2(R), and

(c) Lx =
∑
j ajkxk, x = (x1, x2, · · · ) ∈ `2 (over reals) where ajk = akj ,

∑
j a

2
jk = 1 for each j and∑

j ajkajm = 0 for distinct k,m.

6. Let T ∈ B(X) be of finite rank.

(a) Show that T is compact.

(b) Show that the adjoint of T is also of finite rank.

7. Prove that for any compact T ∈ B(X), there exist Tn ∈ B(X), n ≥ 1, of finite rank such that
‖Tn − T‖ → 0. Hint: Use the fact that the closure of R(T ) is separable when T is compact. Then
use Problems 3(c) and 6. It is not true that every compact operator on a Banach space can be
approximated by operators of finite rank, though.

8. Show that the adjoint of a compact operator is again compact.

9. Let S ∈ B(`2) and write (Sx)i =
∑
αijxj .

(a) Show that S∗ is given by (S∗x)i =
∑
αjixj .

(b) Under
∑
i,j |αij |2 <∞, show that S is a compact operator.

10. Let T ∈ B(`2) and write (Tx)i =
∑
aijxj . Suppose that except aj ≡ ajj , bj ≡ aj j+1, cj ≡ aj+1 j

all other entries vanish. Show that T is compact if and only if aj , bj , cj → 0 as j →∞.

11. Let T be a compact, self-adjoint linear operator on X and λ 6= 0. Establish the “Fredholm alter-
native”: The equation

(Tx− λx) = y,

is solvable if and only if y is orthogonal to all solutions z of

(T − λ)z = 0.

Hint: Use the theorem on reduction to principal axes. Is it still true when λ = 0?
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12. Let T be a compact, self-adjoint linear operator on X and let

R(x) =
〈Tx, x〉
‖x‖2

, x 6= 0

be its Rayleigh quotient. Let λn, n ≥ 1, be the positive eigenvalues of T ordered in decreasing
order. Show that

λn = max
En

min
x∈En/{0}

R(x).

This is called the Fischer’s principle for eigenvalues. Formulate a corresponding principle for nega-
tive eigenvalues.



Chapter 7

Weak Compactness
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An essential difference between finite and infinite dimensional normed spaces is that the closed unit ball
is compact in the former but not compact in the latter. To compensate the loss of compactness in an
infinite dimensional space, one may impose additional conditions to sustain compactness. A complete
answer is known for the space of continuous functions under the sup-norm, see the discussion on Ascoli-
Arzela theorem in Chapter 2. Yet there is a more radical way of thinking, namely, we search for a weaker
concept of compactness which an infinite dimensional closed unit ball satisfies. This leads us to the study
of both weakly sequential and weak compactness. A weak topology contains less open sets than the
topology induced by the norm (the strong topology), so the chance of obtaining compact sets is higher.
In the first section of this chapter, we discuss weak sequential convergence and prove the widely used
result that the closed unit ball is weakly sequentially compact in a reflexive space. To study the problem
in a general normed space, new concepts of weak and weak* topologies are introduced. In Section 2 we
discuss some basic properties of the topologies induced by a family of linear functionals on a vector space.
By specifying these families to X ′ on X and X on X ′ (through the canonical identification), we obtain
the weak and weak* topologies on the spaces X and X ′ respectively. In Section 3 we prove the central
results in this chapter, namely, Alaoglu theorem and a theorem characterizing reflexive spaces by weak
compactness. We conclude this chapter by a discussion on extreme points in a convex set and a proof of
Krein-Milman theorem, a cornerstone in functional analysis.

For simplicity we will take the scalar field to be real. The reader should have no difficulty in extending
the results to the complex field.

In Sections 2-4 knowledge of point set topology is assumed.

7.1 Weak Sequential Compactness

Let (X, ‖ · ‖) be a normed space and X ′ its dual. A sequence {xn} in X is called weakly convergent
to some x ∈ X if for every Λ ∈ X ′,

Λxn → Λx, as n→∞.
Denote it by xn ⇀ x.

We will call the convergence of a sequence “strong convergence” in contrast to weak convergence. The
following proposition clarifies the relationship between these two notions of convergence.

Proposition 7.1. Let (X, ‖ · ‖) be a normed space and {xn} ⊂ X.

(a) xn ⇀ x and xn ⇀ y implies x = y.

(b) xn → x implies that xn ⇀ x.

(c) If xn ⇀ x, then ‖xn‖ ≤ C, ∀n for some constant C.

(d) If xn ⇀ x, then ‖x‖ ≤ limn→∞ ‖xn‖.

95
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(e) If xn ⇀ x, then x belongs to the closure of the convex hull of {xn}.

Note that (d) can be deduced from (e) in this proposition. However, a short, direct proof is preferred.

Proof. (a) From xn ⇀ x and xn ⇀ y we deduce that Λ(x− y) = 0 for all Λ ∈ X ′. From Corollary 3.11,
x = y.

(b) {xn} converges to x strongly means that ‖xn − x‖ → 0 as n→∞. For Λ ∈ X ′,

|Λxn − Λx| ≤ ‖Λ‖‖xn − x‖ → 0,

so {xn} converges to x weakly.

(c) Since for each Λ ∈ X ′, Λxn → Λx, so Λxn is bounded. The conclusion follows immediately from
the uniform boundedness principle. You should note that X ′ is a Banach space.

(d) Pick Λ1 ∈ X ′ satisfying Λ1x = ‖x‖ and ‖Λ1‖ = 1, that is, it is a dual point of x. For any
convergent subsequence of {‖xn‖}, {‖xnj‖}, we have

‖x‖ = |Λ1x|
≤ |Λ1(x− xnj )|+ |Λ1xnj |
≤ |Λ1(x− xnj )|+ ‖xnj‖
→ lim

j→∞
‖xnj‖,

whence (d) follows.

(e) Let K be the closure of the convex hull of {xn}. If, on the contrary, x does not belong to K, by
the separation form of the Hahn-Banach theorem in Chapter 2, there exist some Λ ∈ X ′ and α such that

Λx < α < Λy, ∀y ∈ K.

In particular, taking y = xn and letting n→∞, we have

Λx < α ≤ lim
n→∞

Λxn = Λx,

contradiction holds.

Proposition 7.1(b) shows that strong convergence implies weak convergence. When X is of finite
dimension, every element is of the form x =

∑
αjzj after a basis {z1, · · · , zn} has been chosen. Consider

the n many linear functionals given by Λj(x) = αj , j = 1, · · · , n. When xk ⇀ x where xk =
∑
αkj zj and

x =
∑
αjzj , we have Λj(xk) = αkj → Λj(x) = αj . It shows that xk → x, that is, weak convergence also

implies strong convergence. So they are equivalent when the space is finite dimensional. However, for
infinite dimensional spaces this is rare. There are plenty weakly sequentially convergent sequences which
are not strongly convergent. Let us look at two examples.

Example 7.1 Consider `p-space, 1 < p < ∞ and {ej} ⊂ `p where ej ’s are the “canonical vectors”. It

is clear that {ej} does not have any convergent subsequence as ‖ei− ej‖p = 21/p for distinct i and j. On
the other hand, we claim that ej ⇀ 0. To see this, recall that any bounded linear functional Λ on `p can
be identified with

Λx =

∞∑
j=1

yjxj , x = (x1, x2, · · · , xn, · · · ),

where y = (y1, y2, · · · , yn, · · · ),
∑
|yj |q < ∞, by `p-`q duality. We have |Λej | = |yj |. As

∑
|yj |q < ∞,

|yj | → 0, that is, ej ⇀ 0 as j →∞.

Example 7.2 Consider {fn}, fn(x) = sinnx, in L2(0, 1). By a direct calculation, we have
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∫ 1

0

|fn − fm|2 = 1 +O(
1

n
) +O(

1

m
), as n,m→∞,

which means that this sequence does not converge in L2(0, 1). Nevertheless, let us show that it is weakly
convergent to zero. First, we claim that∫ 1

0

xm sinnxdx→ 0, as n→∞,

for every monomial xm. Indeed, this follows easily from the formulas∫ 1

0

xm sinnxdx = −cosn

n
+
m

n

∫ 1

0

xm−1 cosnxdx,

and ∫ 1

0

sinnxdx =
1− cosn

n
.

Consequently, ∫ 1

0

p(x) sinnxdx→ 0, as n→∞,

for every polynomial p. As all polynomials form a dense set in L2(0, 1), a density argument shows that
the above formula also holds when p is replaced by an L2-function. By self-duality, we conclude that
{sinnx} converges to 0 weakly in L2(0, 1).

Later, we will see that in an infinite dimensional reflexive (Banach) space, divergent sequences which
are weakly convergent always exist. However, in some exceptional cases things may behave differently.
A result of Schur asserts that any weakly convergent sequence in `1 is also strongly convergent, see exercise.

The most important and useful result concerning weak sequential compactness is the following theo-
rem.

Theorem 7.2. Every closed ball in a reflexive space is weakly sequentially compact.

A set E in (X, ‖ · ‖) is weakly sequentially compact if every sequence in it contains a weakly
convergent subsequence in E.

Proof. Without loss of generality we assume the ball is given by {x ∈ X : ‖x‖ ≤ 1}. Let {xn} be a
sequence contained in this ball. We would like to extract a weakly convergent subsequence from it.

Let Y = 〈xn〉 be the closed subspace of X spanned by {xn}. It is clear that Y is separable. As
any closed subspace of a reflexive space is reflexive, Y is also reflexive. Recalling that a normed space is
separable when its dual is separable, we conclude from the relation (Y ′)′ = Y and the separability of Y
that Y ′ is also separable. Let S be a countable dense set in Y ′. By extracting a diagonal sequence, we
find a subsequence of {xn}, {yn}, such that

lim
n→∞

Λyn exists for every Λ ∈ S. (7.1)

For any Λ ∈ Y ′, we can pick a sequence {Λj} from S such that ‖Λ− Λj‖ → 0 as j →∞. We claim that
{Λyn} is a Cauchy sequence in R. For, taking any ε > 0, we fix j0 such that ‖Λ− Λj0‖ < ε. Then

|Λyn − Λym| ≤ |(Λ− Λj0)yn|+ |Λj0yn − Λj0ym|+ |(Λj0 − Λ)ym|
< 2ε+ |Λj0yn − Λj0ym|.

By (7.1), there exists n0 such that |Λj0yn − Λj0ym| < ε, for all n,m ≥ n0, so

|Λyn − Λym| < 3ε,
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that is, {Λyn} is a Cauchy sequence. Define a real-valued function ` on Y ′ by

`(Λ) = lim
n→∞

Λyn.

It is readily checked that `(Λ) is linear. Moreover, we have

|`Λ| = lim
n→∞

|Λyn|

≤ ‖Λ‖ lim
n→∞

‖yn‖

≤ ‖Λ‖,

which means that ` ∈ Y ′′.
By the reflexivity of Y , there exists some y ∈ Y such that Λy = `(Λ). We conclude that Λyn → Λy

for every Λ ∈ Y ′. Since each Λ ∈ X ′ is a bounded functional on Y by restriction, yn ⇀ y. By Proposition
7.1 (c), ‖y‖ ≤ 1. The proof is completed.

Corollary 7.3. Let C be a non-empty convex set in a reflexive space X. It is weakly sequentially compact
if and only if it is closed and bounded.

Proof. As C is bounded, it is contained in some closed ball B. By Theorem 7.2, any sequence {xn} in C
has a subsequence {xni} weakly converging to some x ∈ B. As C is closed and convex, x ∈ C according
to Proposition 7.1(d), so C is weakly sequentially compact.

Conversely, let {xn} be a sequence in C which converges to some x in X. We would like to show that x
belongs to C, so that C is closed. In fact, as C is weakly sequentially compact, there exists a subsequence
{xnj} of {xn} which converges weakly to some y in C. By the uniqueness of limit, we conclude that x
is equal to y, so it belongs to C. On the other hand, if there is some {xn} ∈ C, ‖xn‖ → ∞, by weak
sequential compactness there exists a weakly convergent subsequence xnj . However, by Proposition 7.1
(c), this subsequence is bounded, contradiction holds. Hence C must be bounded.

Recall that in a finite dimensional normed space a set is sequentially compact if and only if it is closed
and bounded. We have generalized it to convex sets in a reflexive space simply by replacing sequential
compactness by weak sequential compactness.

Parallel to weak sequential convergence, we call a sequence {Λk} in the dual space X ′ weakly* se-
quentially convergent to some Λ if Λkx → Λx for every x ∈ X. Weak* sequential compactness for a
set in X ′ can be defined correspondingly. We refer to the exercises for some properties of this notion.

We conclude this section with an application of weak sequential compactness. More applications can
be found in exercises. We examine again the problem of best approximation. In Theorem 5.8 we showed
that this problem always admits a unique solution in a Hilbert space. Now, we have

Theorem 7.4. Let X be a reflexive space and C a nonempty closed, convex subset. Then for any x ∈ X,
there exists z ∈ C such that

‖x− z‖ = inf{‖x− y‖ : y ∈ C}.

In other words, the best approximation problem always has a solution in a reflexive space.

Proof. Let {yn} be a minimizing sequence of the problem, that is,

‖x− yn‖ → d ≡ inf{‖x− y‖ : y ∈ C}.

From
‖yn‖ ≤ ‖x− yn‖+ ‖x‖ → d+ ‖x‖,
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we see that {yn} is a bounded sequence in X. By Theorem 7.2, it contains a weakly convergent sub-
sequence {ynj}, ynj ⇀ z for some z. Proposition 7.1.(d) asserts that z ∈ C. Moreover, by the same
proposition we have

‖x− z‖ ≤ lim
j→∞

‖x− ynj‖ = d,

so z is a point in C realizing the distance.

7.2 Topologies Induced by Functionals

In this section we will first give a quick review on some basic topological concepts, especially those con-
cerning the topology induced by a family of functions on a set. Next, we examine more closely about the
case where the set is a vector space and the functions are linear functionals on this vector space.

Recall that (X, τ) where X is a set and τ is a collection of subsets of X is called a topological space
if τ satisfies

(a) The empty set ∅ and X belong to τ ,

(b) unions of elements in τ belongs to τ , and

(c) intersections of finitely many elements in τ belongs to τ .

Any element in τ is called an open set. A set F is closed if its complement is open. Immediately we
deduce from (a), (b), and (c) the following facts:

(d) X and ∅ are closed sets,

(e) intersections of closed sets are closed sets, and

(f) unions of finitely many closed sets are closed sets.

For any subset E of X, its closure is defined to be

E ≡
⋂
{F : F is a closed set containing E}.

Note that X is closed and it contains E. By (e) E is a closed set. Clearly, it is the smallest closed set
containing E. A subset K is compact if every open covering of K has a finite subcover.

With open sets at hand, we can talk about convergence and continuity. For instance, a sequence {xn}
in X is convergent to some x in X if for each open set G containing x, there exists some n0 such that
xn ∈ G for all n ≥ n0. A mapping f : (X, τ) 7→ (Y, σ) between two topological spaces is continuous at
x if f−1(G) is open for any open set G containing f(x). It is continuous in a subset E if it is continuous
at every x in E.

In a metric space (X, d), G is an open set if for every x ∈ G, there exists some metric ball Bρ(x) ⊂ G.
One can verify that the collection of all these open sets makes X into a topological space. This is the
topology induced by the metric d. The notions of open set, closed set, the closure of a set, convergence
of a sequence and continuity of functions all coincide with those previously defined for a metric space in
Chapter 2.

However, caution must be made as many facts valid in a metric space are no longer true in a general
topological space. For instance, a set in a metric space is closed if and only if the limit of any convergent
sequence belongs to the set. In a general topological space, the “only if” part holds but the “if” part
does not. Further, a set in a metric space is compact if and only if it is sequentially compact. This is not
always true for a general topological space. There are compact topological spaces admitting sequences
which do not have convergent sequences. On the other hand, there are non-compact topological spaces in
which all sequences have convergent sequences. When it comes to continuity, a function f is continuous
at x in a metric space if and only if for any sequence {xn} converging to x, f(xn) converges to f(x). In
a topological space, convergence of f(xn) to f(x) for any {xn} → x does not ensure continuity, although



100 CHAPTER 7. WEAK COMPACTNESS

it holds when f is continuous at x. In a word, topological properties cannot be fully described in terms
of sequences in a general topological space.

Now, we turn to the topology induced by functions on a set.

Let X be a non-empty set. For a non-empty collection of functions F from X to R, we introduce a
topology τ(X,F) on X by the following way. First, Let U1 be the collection of subsets of X of the form
f−1(a, b) where a, b ∈ R and f in F . (Define ∅ = f−1(∅).) Next, let U2 be the collection of all finite
intersections of unions of elements from U1. Finally, let τ = τ(X,F) contain all unions of elements from
U2. One can verify that τ forms a topology on X. By this construction, each f in F is a continuous
function in (X, τ). In fact, for any (X, τ1) in which every function in F is continuous, τ1 must contain τ .
In this sense τ is the weakest topology to make each element of F continuous. We call it the induced
topology by F .

Intuitively speaking, the induced topology is finer (containing more open sets) if there are more
functions in F and coarser (containing less open sets) if there are less functions in F . A topological
space (X, τ) is a Hausdorff space if for any two distinct points in X, there exist two disjoint open
sets containing these points respectively. In analysis Hausdorff space is preferred for many of its nice
properties. For instance, a compact set is closed in a Hausdorff space. A metric space is always Hausdorff,
as any distinct x1 and x2 are contained in the disjoint open sets {z ∈ X : d(z, x1) < 1/2d(x1, x2)} and
{z ∈ X : d(z, x2) < 1/2d(x1, x2)} respectively. To make an induced topology a Hausdorff one, F cannot
contain too few functions. It is called separating if for any two distinct points x and y in X, there exists
a function f ∈ F such that f(x) 6= f(y).

Proposition 7.5. The space (X, τ(X,F)) is a Hausdorff space if F is separating.

Proof. For distinct x1 and x2, let f ∈ F satisfy f(x1) < α < f(x2) for some α, say. Then G1 ≡ {x :
f(x) < α} and G2 ≡ {x : f(x) > α} are two disjoint open sets containing x1 and x2 respectively.

So far, X has been taken to be a non-empty set without any extra structure and F is a set of real
functions on X. Now, let us assume that X is a vector space and F a subset of L(X,R), that is, it is
composed of linear functionals. We would like to know more about the induced topology in this setting.

Proposition 7.6. Consider the induced topology τ(X,F) where X is a vector space and F ⊂ L(X,R).
Let G be a non-empty set in X. We have

(a) G is open if and only if for each x0 ∈ G, there exists U of the form

U = {x : |Λjx| < α, j = 1, · · · , N} (7.2)

for some Λj ∈ F and α > 0 such that U + x0 ⊂ G.

(b) G is open if and only if G+ x0 is open for every x0 ∈ X.

(c) G is open if and only if λG is open for every λ 6= 0.

From (b) and (c) we see that translations and multiplications by non-zero scalars are homeomorphisms
with respect to τ(X,F).

Proof. (a) Let x0 ∈ G. By the definition of τ(X,F ) there exists a set of the form

V = {x : Λjx ∈ (αj , βj), j = 1, · · · , N}

containing x0 in G. It follows that x− x0 ∈ Λ−1((αj − Λjx0, βj − Λjx0)) for x ∈ V . So, the set in (7.2)
by taking α = minj{|αj − Λjx0|, |βj − Λjx0|} is an open set containing x0 in G. The converse is trivial
from definition.

(b) For x ∈ G, there exists some U as in (7.2) such that U + x ⊂ G. But then U + (x+ x0) ⊂ G+ x0.

(c) Argue as in (b).
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It is convenient to call a set of the form (7.2) a “τ -ball centered at 0” or simply a “τ -ball”. Unlike a
metric ball, a τ -ball is not only specified by its “radius” α (now a vector), but also the functionals Λj ’s.

Under the induced topology τ(X,F), every element in F is continuous. In a normed space we know
that a linear functional is continuous if and only if it is bounded, see Proposition 3.2. Here we have a
similar result.

Proposition 7.7. Let Λ be a linear functional on (X, τ(X,F)).

(a) Λ is continuous if and only if it is continuous at one point.

(b) Λ is continuous if and only if it is bounded on a τ -ball.

Proof. (a) Assume that Λ is continuous at x0. For any (α, β) containing Λx0, Λ−1(α, β) has an open
subset U containing x0. Let (α′, β′) be any open interval containing Λx. Then (α, β) = (α′, β′)+Λx0−Λx
is an open interval containing Λx0, using Λ−1(α, β) = Λ−1(α′, β′) + x0 − x and Proposition 7.6 (b), we
see that U − x0 + x is an open subset of Λ−1(α′, β′) containing x, so Λ is continuous at x.

(b) Λ−1(−1, 1) is open for a continuous Λ. As 0 ∈ Λ−1(−1, 1), there is an open set of U the form
(7.2) contained in Λ−1 by Proposition 7.6 (a). So |Λ(U)| ≤ 1, and Λ is bounded on U . Conversely, if
|Λ(U)| ≤M for some constant M where U is a τ -ball. By (a) it suffices to show that Λ is continuous at
0, that is, Λ−1(a, b) is open for every a, b, a < 0 < b. Pick any x0 ∈ Λ−1(a, b), there is an ε > 0 such that
(Λx0 − ε,Λx0 + ε) ⊂ (a, b). Letting V = ε

2MU , it is easy to see that V + x0 is an open set containing x0

and V + x0 ∈ Λ−1(a, b), so Λ−1(a, b) is open.

Under the topology τ(X,F), every element in F is continuous by definition. Are there more? Consider
the very special case where F consists of a single functional Λ. Clearly, any constant multiple of Λ is
continuous. Furthermore, one can show that the sum of two linear functionals from F is continuous. The
following proposition asserts that these are the only cases.

Proposition 7.8. Consider (X, τ(X,F)) where X is vector space and F ⊂ L(X,R). The collection of
all continuous linear functionals is given by F if and only if F is a subspace of L(X,R).

Proof. We will only prove the “if ” part and leave the “only if ” part as exercise.

Let Λ be continuous in τ(X,F). There exists an open set

U = {x : Λjx ∈ (−α, α), j = 1, · · · , N} ⊂ Λ−1(−1, 1).

We claim that Λ vanishes on
⋂N
j=1N(Λj). For, if z satisfies Λjz = 0, j = 1, · · · , N , then Λj(λz) = 0 for

all λ, so λz ∈ U . From
|λ||Λz| = |Λ(λz)| ≤ 1

that Λz = 0 after letting |λ‖ go to infinity. By the lemma below, Λ is a linear combination of Λj , so
Λ ∈ F by assumption.

Lemma 7.9. Let Λ,Λ1, · · · ,Λn be in L(X,R). If Λx = 0 whenever x ∈
⋂n
j=1N(Λj), then Λ is a linear

combination of Λ1, · · · , and Λn.

Proof. Let Z = {(Λx,Λ1x, · · · ,Λnx) : x ∈ X}. Clearly Z is a subspace of Rn+1 and it is proper because
the point (1, 0, · · · , 0) does not belong to it by assumption. We can find a hyperplane az + a1z1 + · · ·+
anzn = 0 which contains Z but not (1, 0, · · · , 0). In other words,

aΛx+ a1Λ1x+ · · ·+ anΛnx = 0,

for all x ∈ X and a1+a10+ · · ·+an0 6= 0. The second expression shows that a is non-zero, so the desired
conclusion follows from the first expression.
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In Chapter 3 we discussed the separation theorem as a consequence of Hahn-Banach theorem. Now
we establish a separation theorem in induced topology. It will be our main tool in later development. We
start with a lemma.

Lemma 7.10. Let C be an open, convex set in (X, τ(X,F)) containing 0 and p its gauge. Then

C = {x : p(x) < 1}.

Recall that the gauge of a convex set is given by

p(x) = inf{µ > 0 :
1

µ
x ∈ C},

and p(x) = ∞ if no such µ exists. It is a positive homogeneous, subadditive function. When C is open
and contains 0, it contains some τ -ball. Therefore, for every x ∈ X, we can find some small ε > 0 so that
εx belongs to this τ -ball and hence C, so p(x) is always finite.

Proof. We claim that {p < 1} ⊂ C for any convex set C (not necessarily open) containing 0. Indeed,
if p(x) < 1 for some x, then there exists some µ ∈ (0, 1) such that µ−1x ∈ C. By convexity x =
(1− µ)0 + µ(µ−1x) ∈ C.

To show the inclusion from the other direction, we observe for each x in the open C, we can find a
τ -ball such that U + x ⊂ C. From the definition of U , there exists some small ε > 0 such that εx ∈ U .
Thus, x+ εx ∈ C and it implies that p(x) ≤ 1/(1 + ε) < 1, the desired conclusion follows.

Theorem 7.11. Let A and B be two disjoint, non-empty convex sets in (X, τ(X,F)) where X is a vector
space and F ⊂ L(X,R).

(a) When A is open, there exists a continuous linear functional Λ such that

Λx < Λy, for all x ∈ A, y ∈ B.

(b) When A is compact and B is closed, there exist a continuous linear functional Λ, α and β such
that

Λx < α < β < Λy, for all x ∈ A, y ∈ B.

Proof. (a) Consider the convex set C = A − B + x0 where x0 is a point in B − A. It is open because
C =

⋃
x∈B A− x+ x0 and A is open. Moreover, it contains the origin as x0 is located outside C. Let p

be the gauge of C. Define Λ0 on the one-dimensional subspace 〈x0〉 by Λ0(αx0) = α. Then Λ0 ≤ p on
this subspace. This is trivial when α ≤ 0. When α > 0, by Lemma 7.10 p(αx0) = αp(x0) ≥ α as x0 lies
outside C. Appealing to the general Hahn-Banach theorem, we find an extension of Λ0, Λ ∈ L(X,R),
satisfying Λ ≤ p in X. For, x ∈ A and y ∈ B,

Λ(x− y + x0) ≤ p(x− y + x0)

holds. It follows that Λx < Λy after using Λx0 = 1 and Lemma 7.10.

We still have to show that Λ is continuous. We pick a τ -ball U in C. Noting that x ∈ U implies
−x ∈ U , we have |Λx| ≤ p(x) < 1 in U , so Λ is continuous by Proposition 7.7(b).

(b) We use a compactness argument to show that there is an open set V such that A+ V is disjoint
from B. For each x ∈ A, as X \ B is open, there exists Vx = {y : |Λjy| ≤ 2γx, j = 1, · · · , N}, γx > 0, so
that Ux ≡ Vx + x is disjoint from B. The collection of all open sets 1

2Vx + x forms an open cover of A.

As A is compact, there is a finite subcover given by, say, finitely many 1
2Vxk + xk, k = 1, · · · ,m. Taking

V = {y : |Λjy| ≤ γ}, some γ > 0,

where the Λj ’s are taken from all those linear functionals appearing in the definition of Vxk , one verifies
that A+ V is an open, convex set disjoint from B.
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By (a) there exists a continuous linear functional Λ satisfying Λx < Λy for all x ∈ A+ V and y ∈ B.
It is elementary to show that a non-zero linear functional is an open map, so Λ(A+ V ) is an open set in
R. On the other hand, ΛA is compact as the image of a compact set by a continuous functional. So (b)
holds for some α and β.

7.3 Weak and Weak* Topologies

Let (X, ‖ · ‖) be a normed space. The topology τ(X,X ′) is called the weak topology of X. This is
the weakest topology to make every bounded linear functional continuous. As ensured by the Hahn-
Banach theorem, there are sufficiently many elements in X ′ to separate points, the weak topology is
Hausdorff. However, it contains much less open sets than the strong topology does when the space is
infinite dimensional. In sharp contrast to norm topology, we have the following results.

Proposition 7.12. Let X be an infinite dimensional normed space. Every weakly open set contains an
infinite dimensional subspace of X.

A set is weakly open means that it is open in τ(X,X ′). As a consequence, every non-empty weakly
open set is unbounded in norm.

Proof. As every weakly open set contains a weak ball (that’s, τ(X,X ′)-ball) U , it suffices to prove the
result for U . Consider the linear map from X to RN given by Φ(x) = (Λ1x, · · · ,ΛNx) where Λj ’s are
the bounded linear functionals defining U . The kernel of Φ is of infinite dimension. For any x ∈ N(Φ),
Λjx = 0 for all j, so N(Φ) ⊂ U .

A topological space is called metrizable if its topology is induced by some metric.

Proposition 7.13. The weak topology is not metrizable when X is an infinite dimensional normed space.

Proof. Assume the weak topology on X comes from a metric d. As the topology induced from a metric
admits a countable local base given by {x : d(x, x0) < 1/n}, n ≥ 1, at every point x0, in particular, there
is a countable base at 0 consisting of weak balls Un = {x : |Λnj x| < αn}, where j = 1, 2, · · · , N(n), n ≥ 1.
All these Λnj ’s form a countable set in X ′. As X ′ is a Banach space and every Hamel basis of a Banach
space is uncountable (Proposition 4.14), we can find some T ∈ X ′ which is independent of all these
Λnj ’s. Consider the open set G given by {x : |Tx| < 1}. It must contain some Un0 , so T vanishes on⋂
j N(Λn0

j ). However, by Lemma 7.9, T is a linear combination of Λn0
j ’s, contradiction holds. Hence the

weak topology is not metrizable.

Although the weak and norm topologies are very different as seen from the above propositions, they
have something in common.

Proposition 7.14. A convex set in a normed space X is weakly closed if and only if it is closed.

Proof. Since the weak topology is weaker than the norm topology, any weakly open set is open in the
norm topology, so any weakly closed set must be closed. Conversely, let C be closed and convex. For
x0 /∈ C, by Theorem 7.11 there exist some Λ ∈ X ′ and scalar α such that

Λx0 < α < Λy, ∀y ∈ C.

Thus the open set V = {x : Λx < α} is disjoint from C, so X \ C is weakly open.

Next, consider the dual space X ′ of a normed space X. We know that it is a Banach space under the
operator norm. Furthermore, under the canonical identification X can be viewed as a subspace of X ′′.
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The weak* topology on X ′ is given by τ(X ′, X). It is clearly Hausdorff. A local base at 0 consists of
“weak* balls”

U = {Λ : |Λxj | < α, j = 1, · · · , N},

for some N and α > 0.

The most important result in weak* topology is the following theorem.

Theorem 7.15 (Alaoglu). The closed ball in X ′ is weakly* compact.

Proof. Let P be the product space
∏
x∈X [−‖x‖, ‖x‖] endowed with the product topology. By Tychonoff

theorem P is compact. We set up a mapping Φ from B, the closed unit ball in X ′, to P by setting
Φ(Λ) = p if and only if Λx = px, where px is the projection of P to [−‖x‖, ‖x‖]. By the definition of the
product topology, its local base at p is given by sets of the form

{q : |qxj − pxj | < α, j = 1, · · · , N},

for some xj ’s and α > 0. By comparing the weak* balls in X ′ with this local base, we know that Φ is
a homeomorphism from (B, τ(X ′, X)) to P . To establish the theorem it suffices to show that Φ(B) is
closed in P , since a closed subset of a compact Hausdorff space is compact.

Let p be in the closure of Φ(B). We define Λx = px. To show p ∈ Φ(B), we must prove that Λ is
linear and ‖Λ‖ ≤ 1.

First, we claim Λ(x+ y) = Λx+ Λy, that is, px+y = px + py. For, consider the open set V containing
p given by {q : |qx−px|, |qy−py|, |qx+y−px+y| < α}. As p belongs to the closure of Φ(B), for each α > 0,
there exists some Λ1 in B in V , that is, |Λ1x− px|, |Λ1y − py|, |Λ1(x+ y)− px+y| < α. It follows that

|px+y − px − py| ≤ |px+y − Λ1(x+ y)|+ |Λ1x+ Λ1y − px − py|
≤ |px+y − Λ1(x+ y)|+ |Λ1x− px|+ |Λ1y − py|
< 3α,

which implies px+y = px + py. Similarly, one can show that pαx = αpx, so Λ is linear. Furthermore, from
|Λx| = |px| ≤ ‖x‖ we have ‖Λ‖ ≤ 1, so Λ ∈ B. The proof of this theorem is completed.

Corollary 7.16. A bounded set in X ′ is weakly* compact if and only if it is weakly* closed.

Proof. Since the weak* topology is Hausdorff, any weakly* compact set must be weakly* closed. Con-
versely, every bounded set K is contained in some closed ball. By Alaoglu’s theorem, any closed ball is
weakly* compact, so K is also weakly* compact if it is weakly* closed.

We have obtained a satisfactory compactness result for the dual space of a normed space. Yet the old
question remains unanswered, namely, is the closed unit ball in a normed space weakly compact? Now
we give an answer.

Theorem 7.17. The closed unit ball in a normed space is weakly compact if and only if the space is
reflexive.

Proof. When X is reflexive, the closed unit ball of X, B, is weakly compact by Alaoglu’s theorem.
Conversely, B is compact in τ(X,X ′) means J(B) is compact and so is closed in τ(X ′′, X ′). Here J is
the canonical identification of B in X ′′. By the lemma below, J(B) coincides with B′′, the closed unit
ball in X ′′. We conclude that the canonical identification is surjective and X is reflexive. The proof of
this theorem is completed.

Lemma 7.18. The closed ball in a normed space X is dense in the closed unit ball in X ′′ under the
τ(X ′′, X ′)-topology.
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Proof. Suppose on the contrary there is some p ∈ B′′ disjoint from C, the weakly* closure of J(B). By
Alaoglu theorem, B′′ is weakly* compact, so is weakly* closed. It implies C ⊂ B′′. By Theorem 7.11(b)
and Proposition 7.8, there exists some Λ1 in X ′ such that, for some α and β,

qΛ1 < α < β < pΛ1,

holds for all q ∈ C. Taking q be Jx, x ∈ B, we have Λ1x = qΛ1 < α which implies ‖Λ1‖ ≤ α after taking
supremum over all x ∈ B. On the other hand, we have β < |pΛ1| ≤ ‖p‖‖Λ1‖ ≤ ‖Λ1‖, contradiction
holds.

We pointed out that weak and weak sequential compactness are two different concepts; neither one
implies the other in a general topological space. However, a remarkable theorem of Eberlein-S̆mulian
asserts that every subset of a normed space is weakly compact if and only if it is weakly sequentially
compact [DS]. In other words, these two concepts are equivalent in a normed space. Using this theorem,
the converse of Theorem 7.2 holds. It is true that the closed ball is weakly sequentially compact if and
only if the space is reflexive.

7.4 Extreme Points in Convex Sets

Let X be a vector space and F a subspace of L(X,R). We will consider compact, convex sets in the
topological space (X, τ(X,F)). A well-known result of Caratheodory states that any point in a compact,
convex subset of Rn can be expressed as the linear combination of at most n + 1 many extreme points.
We would like to extend this theorem to infinite dimensional spaces.

Let E be a non-empty subset of X. A point x in E is called an extreme point if whenever it is
expressed as λx1 +(1−λ)x2 for some x1, x2 ∈ E and λ ∈ (0, 1), x1 and x2 must equal to x itself. Vertices
of a polygon and points on the boundary of a ball are examples of extreme points.

Let us examine some examples in infinite dimensional spaces.

Example 7.3 Let {ej} be the canonical vectors in `∞. It is easy to show that {±ei}∞1 form the set
of all extreme points in the closed unit ball {x ∈ `∞ : ‖x‖∞ ≤ 1}. Furthermore, every x in this ball
belongs to the closure of linear combinations of {ej}′s.

Example 7.4 Let C1 be {f ∈ C[0, 1] : |f(x)| ≤ 1, f(0) = f(1) = 0}. Clearly C1 is a closed,
convex set in C[0, 1]. However, it has no extreme points. For, by continuity for every function f in
C1 there is some subinterval [a, b] of (0, 1) on which α < f(x) < β, α, β ∈ (−1, 1). Fix a continuous
function φ compactly supported in [a, b]. Then, for sufficiently small ε, f ± εφ belong to C1. The relation
f = [(f + εφ) + (f − εφ)]/2 shows that f is not an extreme point.

If instead we consider C2 = {f ∈ C[0, 1] : 0 ≤ f(x) ≤ 1, f(0) = f(1) = 0}, C2 is again a closed,
convex set. As in the previous case one can show that every non-zero function is not an extreme point.
Thus, the only extreme point in C2 is the zero function.

The following theorem provides the “right” generalization of Carathedory theorem to infinite di-
mensional spaces. It asserts that points in any compact, convex set can be approximated by linear
combinations of its extreme points.

Theorem 7.19 (Krein-Milman). Let X be either a normed space, or a vector space with topology
induced by a separating subset F of L(X,R). Then every non-empty compact, convex set K in X has
extreme points. In fact, the closed convex hull of the extreme points is equal to K.

Proof. Denote the extreme points of K by Ke and its closed convex hull by ccoKe. Clearly ccoKe ⊂ K.
We need to show the inclusion from the other direction. Suppose this is not true. Letting x0 ∈ K/ccoKe,
by strong separation theorem for normed spaces or by Theorem 7.11, there is a continuous linear functional
Λ satisfying

Λx < α < β < Λx0, for all x ∈ ccoKe. (7.3)
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Consider the set J = {x : Λx = M}, M ≡ maxy∈K Λy. From the above expression we know that J
is disjoint from ccoKe. On the other hand, it is a non-empty, compact, convex subset in X. By the
lemma below, it contains an extreme point z. We claim that z is also an extreme point in K. For, if
z = λx1 +(1−λ)x2 for some x1 and x2 in K, M = Λz = λΛx1 +(1−λ)Λx2 which forces Λx1 = Λx2 = M ,
hence x1 and x2 belong to J . As z is an extreme point in J , x1 and x2 must equal to z, so z belongs to
Ke. By (7.3) Λz < M, contradiction holds. We conclude that K ⊂ ccoKe.

Lemma 7.20. Setting as in Krein-Milman’s theorem, there exists an extreme point in K.

Proof. Let us call a subset E ofK has “property X” if for every x ∈ E, x = λx1+(1−λ)x2, for some x1, x2 ∈
K, λ ∈ (0, 1), implies that x1, x2 ∈ E. Denote the collection of all closed, non-empty subsets of K satis-
fying property X by E . It is non-empty as it contains K. E is endowed with the partial ordering, namely,
E1 ≤ E2 if and only if E2 ⊂ E1.

We would like to use Zorn’s lemma to show that E contains a maximal element. Let C be a chain in
E . Consider the set

E∗ =
⋂
E∈C

E.

Being the intersection of closed sets, E∗ is closed. As F is separating, τ(X,F) is Hausdorff. (Of course
this is true for the norm topology.) Consequently, every closed subset of a compact set is again compact,
so E∗ is a non-empty compact subset of K. Furthermore, it is easy to verify that E∗ has property X, so
it is an upper bound of the chain. By Zorn’s lemma, there exists a maximal element E1 in E . We claim
that this maximal element consists of a single point, hence an extreme point in K. For, suppose on the
contrary, there are two distinct points, x1 and x2, in E1. We choose a continuous linear functional Λ
satisfying, say, Λx1 < Λx2, and consider the set E2 = {x ∈ E1 : Λx = maxy∈E1

Λy}. By the continuity
of Λ and the compactness of E1, this set is non-empty and closed. Moreover, it has property X by an
argument used in the proof of Theorem 7.19 above. In this way we produce a proper subset of E1 which
belongs to E , contradicting the maximality of E1. We conclude that E1 is a singleton.

Corollary 7.21. Any closed and bounded convex subset in a reflexive space is the closed convex hull of
its extreme points.

It is amazing that the extreme point in a convex set is an algebraic concept, yet its existence is es-
tablished by exploring the topological structure of the space. The theorem of Carathedory stated in the
beginning of this section gives more information about the relation between the point and the extreme
points in Rn. In the infinite dimensional setting one is led to Choquet theory, see [L] for details.

In these notes, we have encountered two types of topologies on a vector space, that is, those induced
by a norm and those induced by a set of linear functionals. Yet there is one type we do not cover,
namely, those with topologies induced by a metric (or by a sequence of norms). It includes the space of
all infinitely differentiable functions as a special case. These three types of spaces can be unified under
the concept of locally convex topological vector space. The reader is referred to [R2] for a systematic
discussion.
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Exercise 7

1. Let fk be the piecewise function whose graph connects (0, 0), (1/n, 1), (2/n, 0) and (1, 0). Show that
{fk} converges weakly but not strongly to 0 in C[0, 1].

2. Deduce Proposition 7.1 (d) from (e).

3. Let {xk} converge weakly to x in some normed space. Prove that there is a sequence {yk} → x
satisfying,

yk =

N(k)∑
1

αkjxj ,
∑
j

αkj = 1, αkj ∈ [0, 1],

and
j0(k) = min{j : αkj > 0} → ∞,

as k →∞. This is a sharpened version of Proposition 7.1 (e).

4. Show that a sequence {xn} in `p, 1 < p < ∞, is weakly convergent to x if and only if for each k,
xnk → xk as n→∞.

5. Show that a weakly convergent sequence in `1 also converges strongly. This result is called Schur’s
theorem. Google for more about it.

6. Show that a weakly convergent sequence in C[a, b] must converge pointwisely. Given an example
to show that the converse may not hold.

7. Show that in a Hilbert space H, {xn} → x if and only if (a) xn ⇀ x and (b) ‖xn‖ → ‖x‖.

8. Show that {fn}⇀ f in C[a, b] if and only if (a) {fn} → f pointwisely and (b) {‖fn‖∞} is uniformly
bounded.

9. Show that {fn}⇀ f in Lp(a, b), p ∈ (1,∞), if and only if (a)∫ x

a

fn(s)ds→
∫ x

a

f(s)ds, ∀x ∈ [a, b],

and (b) {‖fn‖p} is uniformly bounded in p-norm.

10. Show that every bounded linear functional attains its minimum/maximum in a closed convex subset
of a reflexive space. In fact, a theorem of James (1971) asserts that the converse is also true, namely,
if every bounded linear functional attains its minimum/maximum over the closed unit ball of a
Banach space, this space must be reflexive.

11. Let X be a normed space and {Λk} a sequence in X ′ which is weakly* convergent to some Λ. Show
that
(a) ‖Λ‖ ≤ limk→∞ ‖Λk‖,
(b) ‖Λk‖ ≤ C, for some constant C for all k, and

(c) Λkxk → Λx whenever xk → x in X.

12. Recall that the dual space of C[−1, 1] is given by V [−1, 1] (see Section 3.5). Show that the sequence
{Λk} given by

Λk(f) ≡ k

2

∫ 1/k

−1/k

f(x)dx,

converges weakly* but does not converge weakly to 0. Hint: Each Riemann integrable h function
induces a bounded linear functional on BV0[−1, 1] by∫ 1

−1

h(x)dg, ∀g ∈ BV0[−1, 1].
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13. Let X be a separable Banach space and C ′ the closed unit ball in X ′. Prove the following theorem
of Helly: Every sequence in C ′ contains a weakly* convergent subsequence. In other words, C ′ is
weakly* sequentially compact.

14. Let F be a class of linear functionals defined on the vector space X. Show that for f, g ∈ F , α, β ∈ F,
αf + βg is continuous in (X,F).

15. Show that in a finite dimensional normed space the weak topology always coincides with the strong
one.

16. A sequence {xn} in a normed space X converges with respect to its weak topology if for every
weakly open set G containing x, there exists some n0 such that xn ∈ G for all n ≥ n0. Show that
this holds if and only if {xn} converges weakly to x.

17. Show that the unit ball B = {x ∈ X : ‖x‖ < 1} in a normed space X is not open with respect to
its weak topology. In fact, its weak interior is empty.

18. Show that the weak closure of the sphere S = {x ∈ X : ‖x‖ = 1} is the closed unit ball {x ∈ X :
‖x‖ ≤ 1}.

19. Let T be a linear operator from normed space X to another normed space Y . Prove that it is
bounded if and only if it is continuous with respect to the weak topologies. Suggestion: Apply the
closed graph theorem in the “if” part.

20. Let C ′ be the closed unit ball in X ′ where X is a normed space. Show that C ′ is metrizable in weak*
topology if and only if X is separable. Here “metrizable” means the weak* topology is induced by
some metric. Suggestion: Let {zn} be a dense subset of X. Define

d(Λ1,Λ2) =
∑
j=1

1

2j
∣∣Λ1zj − Λ2zj

∣∣,
and show it is the desired metric.

21. Show that the closed ball under the weak topology in a separable Banach space is metrizable. The
converse is also true, look up [DS] for a proof.

22. Let {fn} be a sequence of functions on [a, b] satisfying ‖fn‖1 ≤M for some M . Show that there is
a subsequence {fnk} and f ∈ L1(a, b) such that∫ b

a

ϕfnk →
∫ b

a

ϕf, ∀ϕ ∈ C[a, b],

as k →∞. Hint: Every function in L1(a, b) may be viewed as a bounded linear functional on C[a, b].

23. Show that for every f, ‖f‖1 ≤ 1, in L1(a, b), there exist two distinct functions g and h, both with
L1-norms less than or equal to 1, such that f = (g + h)/2. This shows that the closed unit ball in
L1(0, 1) does not have extreme point.

24. Find all extreme points of the closed unit ball in C[a, b]. There are very few.

25. Show that a Banach space cannot be the dual space of another Banach space if the extreme set of
its closed unit ball is a finite set.

26. Let C the unit closed ball in C0, the space of sequences converging to 0. Show that it does not have
any extreme point. Use this fact to deduce that C0 is not the dual space of any normed space.

27. Prove that C is linear isomorphic but not norm-preserving linear isomorphic to C0. Hint: For
x = (x1, · · · , xn, · · · ) ∈ C, xn → x∗, define Tx = y, y = (x∗, x1 − x∗, · · · , xn − x∗, · · · ). Verify that
this is a linear isomorphism. To establish the second assertion use the fact that (1, 1, 1, · · · ) is an
extreme point in the closed unit ball of C.
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Finally we come to nonlinear functional analysis. In the past seven chapters we have been concerned
with the properties of infinite dimensional spaces and linear operators including linear functionals between
them. In some sense we were working on generalizations of linear algebra. In analysis one studies linear
and nonlinear functions as well. Of course, there are far more nonlinear functions than linear functions.
You just have to recall only degree one polynomials are linear and all polynomials of higher degree are
nonlinear, let alone transcendental functions. In this chapter we give a very brief introduction to nonlinear
functional analysis. The main theme is to extend results in calculus, especially in differentiation theory,
to infinite dimensional settings. You will see that linearization plays a dominating role in the study.

There are three sections in this chapter. In the first section several fixed point theorems are dis-
cussed, starting from the contraction principle, Brouwer fixed-point theorem on finite dimensional space
and ending on Schauder fixed point theorem. Their applications are illustrated by examples. In the
next section we develop calculus on Banach space. Of crucial importance are the implicit and inverse
function theorems which are proved by the contraction mapping principle. Finally, we discuss how to
minimize a nonlinear functional over a subset in a Banach space. Recall that one valuable application of
differentiation is to determine the critical points of a function. Similarly, in a function space a minimum
of a certain functional is a critical point of this functional. This is a huge topic which has been split into
different branches of mathematics such as the calculus of variations, optimization theory, control theory,
etc. The reader may appreciate the use of convexity and weak topology in this context.

8.1 Fixed-Point Theorems

For a map from a set to itself, a fixed point of this map is an element in this set which is not moved
by it. Many theoretical and practical problems can be formulated as problems of finding fixed points of
certain maps. The general question of solving equation, symbolically written as f(x) = 0, is equivalent
to solving g(x) = x, where g(x) ≡ f(x) + x. Consequently any root of f is a fixed point of g. In this
section we will discuss three widely known fixed-point theorems, starting with the fixed-point theorem
established by Banach in 1920. Since its discovery, this theorem remains as one of the most frequently
used results in analysis.

The setting of Banach fixed-point theorem, or contraction mapping principle, is formulated on a
complete metric space. Let (X, d) be a metric space. A map T : (X, d) → (X, d) is called a contraction
if there exists some γ ∈ (0, 1) such that

d (T (x), T (y)) 6 γd(x, y) , ∀x, y ∈ X .

It is clear that any contraction is necessarily continuous.

Theorem 8.1. Every contraction on a complete metric space has a unique fixed point.

Proof. Let (X, d) be a complete metric space. Pick any x0 from X and define a sequence {xn} by

109
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iteration: xn = Tn(x0) , n > 1. We claim that {xn} is a Cauchy sequence. For, we have

d(xn, xm) = d
(
Tn(x0) , Tn−m(x0)

)
6 γd

(
Tn−1(x0) , Tm−1(x0)

)
...

6 γmd
(
Tn−m(x0) , x0

)
for any n,m, n > m. On the other hand, for l ≥ 1,

d
(
T l(x0), x0

)
6 d

(
T l(x0), T l−1(x0)

)
+ d

(
T l−1(x0), T l−2(x0)

)
+ · · ·

+d (T (x0), x0)

6
(
γl−1 + γl−2 + · · ·+ 1

)
d (T (x0), x0)

6
d (T (x0), x0)

1− γ
.

Taking l = n−m, we have

d (xn, xm) 6
d (T (x0), x0)

1− γ
γm −→ 0, as m→∞,

hence {xn} is a Cauchy sequence. By completeness of the space, z ≡ lim
n→∞

Tn(x0) exists. By the continuity

of T , T (z) = T ( lim
n→∞

Tn(x0)) = lim
n→∞

Tn+1(x0) = z, in other words, z is a fixed point of T .

If w is another fixed point of T , then

0 6 d(w, z) = d (T (w), T (z)) 6 γd(w, z).

As γ ∈ (0, 1), it forces d(w, z) = 0, i.e., w = z, so the fixed point is unique.

It is worthwhile to note that the above proof provides a constructive way to find the fixed point.
Starting from any initial point, the fixed point can be found as the limit of an iteration scheme. The
contraction mapping principle has wide applications. You should have learned how it is used to establish
the local solvability of the initial value problem of ordinary differential equations. Another standard
application is the proof of the implicit function theorem. We shall, in the next section, shows that it can
be used to prove the same theorem in the infinite dimensional setting.

Banach fixed-point theorem asserts the existence of fixed points for special maps (contractions) in a
general space (a complete metric space). There are fixed-points theorems which hold for general maps in
a special space. The Brouwer fixed-point theorem is the most famous one among them. It is concerned
with continuous functions from the closed unit ball of the n-dimensional Euclidean space to itself. The
complete statement was first proved by Brouwer in 1912 using homotopy, a newly invented topological
concept. Over the years there are many different proofs and generalizations.

Let B be a closed ball in Rn , n > 1.

Theorem 8.2. Every continuous map from B to itself has a fixed point.

This theorem is not valid when the closed ball is replaced by the open one. For instance, the map
T (x) = (1 + x)/2 which maps (0, 1) to itself is free of fixed points.

In the following we will take the ball to be the closed unit ball centered at the origin. We begin with
a computational lemma.

Lemma 8.3. Let f be twice continuously differentiable from B to B. Denote its Jacobian matrix by
Jf (x) = (∂f i/∂xj), i, j = 1, · · · , n. Let cij be its (i, j)-th cofactor. Then for each i,

n∑
j=1

∂cij
∂xj

= 0.
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Proof. Without loss of generality take i = n. Let gj be the j−th (n− 1)-column vector

gj =


∂f1

∂xj
...

∂fn−1

∂xj

 .

We have, by the definition of the cofactor matrix,

cnj = (−1)n+j det
[
g1, · · · , ǧj , · · · ,gn

]
,

where “v” means the j-th column gj is removed. Note that
[
g1, · · · , ǧj , · · · ,gn

]
is an (n− 1)× (n− 1)-

matrix. By the rule of differentiation, we have

∂cnj
∂xj

= (−1)n+j
∑
k<j

det

[
g1, · · · , ∂gk

∂xj
, · · · , ǧj , · · · ,gn

]

+(−1)n+j
∑
k>j

det

[
g1, · · · , ǧj , · · · , ∂gk

∂xj
, · · · ,gn

]
.

Using the elementary properties of the determinant, we have

∂cnj
∂xj

= (−1)n+j
∑
k<j

(−1)k−1 det

[
∂gk

∂xj
, · · · , ǧk, · · · , ǧj , · · · ,gn

]

+(−1)n+j
∑
k>j

(−1)k−2 det

[
∂gk

∂xj
, · · · , ǧj , · · · , ǧk, · · · ,gn

]
.

Set σkj equal to 1 if k < j, to 0 if k = j and to −1 if k > j. Then σjk = −σkj and

∂cnj
∂xj

= (−1)n
n∑
k=1

(−1)j+k−1σkj det

[
∂gk

∂xj
, · · · , ǧk, · · · , ǧj · · · ,gn

]
.

So,

n∑
j=1

∂cnj
∂xj

= (−1)n
∑
k,j

(−1)j+k−1σkj det

[
∂gk

∂xj
, · · · , ǧk, · · · , ǧj , · · · ,gn

]
.

= (−1)n
∑
k,j

(−1)k+j−1σjk det

[
∂gj

∂xk
, · · · , ǧj , · · · , ǧk, · · · ,gn

]

= (−1)n+1
∑
k,j

(−1)j+k−1σkj det

[
∂gk

∂xj
, · · · , ǧk, · · · ,gj , · · · ,gn

]

= −
n∑
j=1

∂cnj
∂xj

,

after using ∂gk/∂xj = ∂gj/∂xk in the last line, we are done.
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Proof of Theorem 8.2. Let us first prove the theorem assuming that F : B → B is twice continuously
differentiable. Assume on the contrary F that does not have a fixed point, that’s, F (x)− x 6= 0, ∀x ∈ B.
For each x, consider the equation for λ,∥∥x+ λ

(
x− F (x)

)∥∥ = 1 ,

where ‖ · ‖ is the Euclidean norm. This is a quadratic equation; indeed, by expanding it we have

‖x‖2 + 2
〈
x, x− F (x)

〉
λ+ ‖x− F (x)‖2λ2 = 1 ,

where
〈
·, ·
〉

stands for the Euclidean inner product. There are two real roots given by

λ =

〈
x, F (x)− x

〉
±
√〈

x, x− F (x)
〉2 − ‖x− F (x)‖2(‖x‖2 − 1)

‖x− F (x)‖2

It is clear that the larger root a(x), regarded as a function of x, is given by

a(x) =

〈
x, F (x)− x

〉
+

√〈
x, x− F (x)

〉2
+ (1− ‖x‖2)‖x− F (x)‖2

‖x− F (x)‖2
.

It is readily checked that a is continuously differentiable in B and vanishes on ∂B, the boundary of B.
(You should note that

〈
x, F (x) − x

〉
< 0 by the characterization of equality sign in Cauchy-Schwarz

inequality).

Now, consider the one-parameter maps on B to itself given by

F (x, λ) = x+ λa(x)
(
x− F (x)

)
.

We have F (x, 0) = x and F (x, 1) ∈ ∂B. Consider the integral

Iλ =

∫
B

det JF (x)dx.

It is helpful to keep in mind that this integral gives the volume of the set F (B) in Rn in view of the
formula of change of variables. We claim that

∂Iλ
∂λ

= 0. (8.1)

For,

∂Iλ
∂λ

=
∂

∂λ

∫
B

det JF dx

=

∫
B

∑
i,j

cij
∂2F i

∂λ∂xj
dx

=

∫
B

∑ ∂

∂xj

(
cij
∂F i

∂λ

)
dx (Lemma 8.3)

=

∫
∂B

cij
∂F i

∂λ
νjdx. ( by the divergence theorem)

Recall that the divergence theorem asserts that for any vector field v = (v1, · · · , vn) in the domain Ω,∫
Ω

∑
i

∂vj
∂xj

=

∫
∂Ω

∑
j

viνjds,
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where ν = (ν1, · · · , νn) is the unit outer normal at ∂Ω, the boundary of Ω. Since ∂F/∂λ = a(x)(x−F (x))
vanishes on ∂B, (8.1) follows.

From (8.1) we conclude that Iλ is a constant. In particular, I1 = I0. Since F (x, 0) = x, I0 = |B|, the
volume of B. However, on the other hand, as F (·, 1) maps B to ∂B, detJF (x, 1) ≡ 0 which implies that
I1 = 0, contradiction holds. (To see why detJF (x, 1) ≡ 0, we may reason as follows: If det JF (x0, 1) 6= 0
at some x0. By the continuity of det JF (x, 1) we may assume x0 is located in the interior of B. Non-
vanishing of the determinant implies that the matrix JF (x0, 1) is invertible. By the inverse function
theorem, the image of F (·, 1) would contain an open set surrounding the point F (x0, 1), which would be
in conflict with F (B, 1) ⊂ ∂B.)

From this contradiction we conclude that every twice continuously differentiable map from B to itself
has a fixed point.

Now the general case. Let F = (F 1, · · · , Fn) be any continuous map from B to itself. For each F j ,

we can find a sequence of polynomials {P jk} which approximate it uniformly in B. Therefore, the map
Fk = (P 1

k , · · · , Pnk ) is smooth from B to Rn. It is not hard to see that we can find λk ∈ (0, 1), λk → 1 such
that, Gk = λkFk : B → B. Let zk by a fixed point of Gk. Then Gk(zk) = zk. By Bolzano-Weierstrass
theorem we can extract from zk a convergent subsequence, still denoted by {zk} which converges to some
z Then

‖F (z)− z‖ 6 ‖F (z)−Gk(z)‖+ ‖Gk(z)−Gk(zk)‖
+‖Gk(zk)− zk‖+ ‖zk − z‖

→ 0.

that’s, z is a fixed point for F . The proof of Brouwer fixed-point theorem is completed. �

Theorem 8.2 clearly is a topological result. It implies that every continuous map from a set homeo-
morphic to the closed unit ball to itself has a fixed point. In particular, this is true on compact convex
sets in Rn, see exercise.

An obvious difference between the contraction mapping principle and Brouwer fixed-point theorem
is the lack of uniqueness in the latter. In fact, trivial examples show that the fixed point may not be
unique.

It is a usual practise in mathematics that people try to approach an important theorem from var-
ious angles and obtain different proofs. There is no exception for Brouwer fixed-point theorem. After
Brouwer’s topological proof, many different proofs have emerged. Our analytic proof is adapted from
Dunford-Schwartz. One may consult any book on algebraic topology topological proofs. The book by
J. Franklin, Methods of Mathematical Economics, Linear and Nonlinear Programming, Fixed-Points
Theorems, Undergraduate Texts in Mathematics, Springer-Verlag, New York, 1980, contains three more
additional proofs as well as other fixed-point theorems.

Brouwer fixed-point theorem is a theorem on a finite dimensional space. In functional analysis the
emphasis is on infinite dimensional spaces. Can this theorem be generalized to infinite dimension? We
have learned that an essential difference between finite and infinite dimensions is the loss of compactness.
It turns this phenomenon plays a role. Here is a counterexample. Consider the map Φ defined in the
closed unit ball of `2, {x ∈ `2 : ‖x‖2 ≤ 1}, given by Φ(x) = ((1 − ‖x‖22)1/2, x1, x2, · · · ). It is clear that
this map is continuous into the ball itself (in fact, to its boundary). However, it does not have a fixed
point. For, if Φ(z) = z for some z in this ball, by equalling the components of Φ(z) and z we have
z1 = z2 = z3 = · · · which implies z = (0, 0, 0 · · · ). But this is impossible from the first component:
1− ‖z‖22 = z2

1 .

This example shows that continuity is not sufficient to ensure the existence of fixed points in infinite
dimensional spaces. A most direct way is to restrict our attention to compact sets.

The following result is a fixed-point theorem established by Schauder in 1930.

Theorem 8.4. Let C be a non-empty compact, convex set in the Banach space X. Every continuous
map from C to itself has a fixed point.
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Proof. By compactness, for each 1/n we can cover C by finitely many balls B1/n(z1), · · · , B1/n(zN ) where
the centers zj , j = 1, · · · , N, belong to C. Let Cn be the convex hull of these centers, that is,

Cn = {
∑
j

λjzj :
∑

λj = 1, λj ∈ [0, 1]}.

Each Cn is a compact convex set in some finite dimensional space. We define a map Pn from C to Cn by

Pn(x) =

∑
j dist(x,C \B1/n(zj))zj∑
j dist(x,C \B1/n(zj))

.

It is straightforward to verify that PN is continuous and satisfies

‖Pn(x)− x‖ < 1

n
,

in C. Now, consider the composite map Pn◦T and restrict it to Cn to obtain a continuous map from Cn to
itself. Applying Brouwer fixed-point theorem to it, we obtain some xn in Cn satisfying Pn(T (xn)) = xn.
As Cn ⊂ C and C is compact, by passing to a subsequence if necessary, we may assume x0 = limn→∞ xn
exists in C. Using the above estimate, we have

‖xn − T (xn)‖ = ‖Pn(T (xn))− T (xn)‖ < 1

n
.

Letting n → ∞, we conclude that ‖x0 − T (x0)‖ = 0, that is, x0 is a fixed point of T . The proof of
Schauder fixed-point theorem is complete.

Schauder fixed-point theorem is a very common tool in the study of partial differential equations.
Let’s demonstrate its power through a simple case.

Consider the ordinary differential equation

d2u

dx2
= f(x, u,

du

dx
) , x ∈ (0, 1). (8.2)

There are two kinds of problems associated to this equation. The first one is the initial value problem,
namely, we look for a solution u(x) satisfies (8.3) together with the initial conditions u(0) = a, u′(0) = b
where a and b are prescribed values. The fundamental existence theorem of ODE’s asserts that this prob-
lem has a unique solution in some interval containing 0 when f(x, z, p) is sufficiently regular, for instance,
it is continuously differentiable in (x, z, p) near (0, a, b). Alternatively, one may consider boundary value
problems. For example, one may seek a solution of (8.3) which also satisfies the boundary conditions
u(0) = α and u(1) = β. Boundary value problems arise from separation of variables in partial differential
equations.

Here for simplicity assume the continuous function f is independent of p and satisfies the structural
condition

|f(x, z)| 6 C1 (1 + |z|γ) , (x, z) ∈ [0, 1]× R, (8.3)

for some constants C1 and γ ∈ (0, 1).

Proposition 8.5. Under condition (8.3), (8.2) has a solution satisfying u(0) = u(1) = 0.

Proof. From the discussion in Section 6.3 we know that (8.2) is equivalent to the integral equation

u(x) =

∫
G(x, y)f (y, u(y)) dy
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where the integration is over [0, 1] and G is the Green function of the linear problem (q ≡ 0). It is known
thatG, ∂G/∂x, ∂G/∂y are continuous on [0, 1]×[0, 1]. We choose the spaceX = {C[0, 1] : u(0) = u(1) = 0}
with the sup-norm and define

Tu(x) =

∫
G(x, y)f(y, u(y))dy.

It is clear that T : X → X is continuous. Consider the closed and convex subset C = {u ∈ X : ‖u‖∞, ‖u′‖∞ 6 R}.
As a direct consequence of Ascoli-Arzela theorem C is also compact. We claim that T maps C into C
when R is sufficiently large. For, from (8.4),

|Tu(x)| 6 sup
x

∫
|G(x, y)f(y, u(y)dy|

6 MC1

∫
(1 + |u(y)|γ) dy

6 MC1 (1 +Rγ) ,

where M = supx,y |G(x, y)|. Similarly,∣∣∣ d
dx
Tu(x)

∣∣∣ =
∣∣∣ ∫ ∂G

∂x
(x, y)f(y, u(y))dy

∣∣∣
6 M1C1(1 +Rγ0 ),

where M1 = supx,y |∂G/∂x(x, y)|. Since γ < 1, we can choose a large R0 so that

MC(1 +Rγ0 ), MC1(1 +Rγ0 ) 6 R0.

With this choice of R0, T maps C into itself.

Now we can apply Schauder fixed-point theorem to conclude that T admits a fixed point u ∈ C. In
other words,

u(x) = Tu(x) =

∫
G(x, y)f(y, u(y))dy),

so u solves (8.2).

What happens when the exponent γ in (8.4) is larger or equal to one? Things become more delicate.
We just point out that then a solution may not exist. Consider the special case{

d2u

dx2
= −4π2u+ ϕ(x)

u(0) = u(1) = 0.

Multiplying the equation by sin 2πx and then integrating over [0, 1], we obtain a necessary condition for
solvability, namely, ∫ 1

0

ϕ(x) sin 2πxdx = 0.

In particular, this problem does not admit a solution when ϕ(x) = sin 2πx.

8.2 Calculus in Normed Spaces

The concept of differentiability has a natural generalization to infinite dimensional space. Let F be a
map from a set E in the normed space X to another normed space Y and x0 a point in E. The map F
is said to be differentiable at x0 if there exists a bounded linear operator L ∈ B(X,Y ) such that

‖f(x)− f(x0)− L(x− x0)‖ = ◦(‖x− x0‖), as x→ x0,
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in other words,

lim
x→x0

‖f(x)− f(x0)− L(x− x0)‖
‖x− x0‖

= 0.

The linear operator is called the Frèchet derivative or simply the derivative of F at x0. The map F
is called differentiable on E if it is differentiable at every point of E. In this case, the derivative is a
bounded linear operator depending on x ∈ E and usually is denoted by F ′(x) or DF (x). We call F a
C1-map if x 7→ F ′(x) is continuous from E to B(X,Y ).

Let’s consider two examples.

First, let X = C1[0, 1] and Y = C[0, 1] under the C1- and sup-norms respectively. The map

F (u)(t) = t sinu(t) + (u′(t))2

maps X to Y . To find its derivative we need to determine the linear operator F ′(u) such that

lim
w→u

‖F (w)− F (u)− F ′(u)(w − u)‖∞
‖w − u‖C1

= 0.

Setting w = u+ εϕ in the above, we see that in case F ′(u) exists, we must have

F ′(u)ϕ(t) = lim
ε→0

F (u(t) + εϕ(t))− F (u(t))

ε
,

at each u(t) and ϕ(t). Applying the chain rule in the variable ε, we readily obtain

F ′(u)ϕ = t cos(u(t)) ϕ(t) + 2u′(t)ϕ′(t).

It is now a direct check using the definition that this expression indeed gives the derivative of F . Observe
that it is linear on ϕ but nonlinear in u.

Second, consider the nonlinear functional S : C1(Ω)→ R given by

S(u) =

∫
Ω

√
1 + |∇u(x)|2dx,

where Ω is a bounded domain in Rn. This functional gives the surface area of the hypersurface {(x, u(x))}
over Ω. Proceeding as above, its derivative is given by

DS(u)ϕ =

∫
Ω

〈
∇u,∇ϕ

〉√
1 + |∇u|2

,

a bounded linear functional on C1(Ω) under the C1-norm.

Here are some elementary properties of differentiability.

Proposition 8.6. Let X,Y and Z be normed spaces and E ⊂ X and N ⊂ Y .

(i) Let F,G : E → Y be differentiable at x. Then αF + βG is differentiable at x and

D(αF + βG)(x) = αDF (x) + βDG(x).

(ii) Let F : E → N and G : N → Z be differentiable at x and F (x) respectively. Then G ◦ F is
differentiable at x and

D(G ◦ F )(x) = DG(F (x))DF (x).
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We leave the proof of this proposition as an exercise.

When F is differentiable (resp. C1) in E, f(E) ⊂ N and G is differentiable (resp. C1) in N , this
proposition shows that G ◦ F is differentiable (resp. C1) in E.

Let ϕ be a continuous map from the interval [a, b] to the Banach space X. When X = R, we can
define the Riemann integral of ϕ over [a, b]. Likewise the same thing can be done in a Banach space. The
old definition works, namely, ϕ is integrable on [a, b] if there exists an element z in X such that, for every
ε > 0, there exists some δ > 0, so that ∥∥∥∑

j

ϕ(tj)∆tj − z
∥∥∥
X
< ε,

for any partition P of [a, b] whose length is less than δ. The number z is called the integral of ϕ and will

be denoted by
∫ b
a
ϕ(t)dt. Be careful it is an element in X.

Same as in the one dimensional case, any continuous map on [a, b] is integrable.

Proposition 8.7. Let ϕ : [a, b]→ X be continuous where X is a Banach space.

(i) There holds

∥∥∥∫ b

a

ϕ(t)dt
∥∥∥ ≤ ∫ b

a

‖ϕ(t)‖dt,

(ii) For every Λ ∈ X ′, ∫ b

a

(Λϕ)(t)dt = Λ
(∫ b

a

ϕ(t)dt
)
.

(iii) If ϕ is a C1-map, then

ϕ(b)− ϕ(a) =

∫ b

a

ϕ′(t)dt.

Proof. (i) and (ii) follow directly from definition. For (iii), we observe that if ϕ(b)− ϕ(a) is not equal to∫ b

a

ϕ′(t)dt, Hahn-Banach theorem tells us that there exists some Λ1 ∈ X ′ such that

Λ1 (ϕ(b)− ϕ(a)) 6= Λ1

(∫ 1

0

ϕ′(t)dt

)
.

However, by linearity and (ii),

Λ1 (ϕ(b)− ϕ(a)) = (Λ1ϕ)(b)− (Λ1ϕ)(a)

=

∫ b

a

(
Λ1ϕ

)′
(t)dt

=

∫ b

a

Λ1ϕ
′(t)dt

= Λ1

∫ b

a

ϕ′(t)dt,

contradiction holds.
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Now we come to the fundamental inverse function theorem. Roughly speaking, it tells us that a map
is locally invertible at a particular point if its linearization at the same point is invertible.

Theorem 8.8. Let F : U → Y be a C1-map where X and Y are Banach spaces and U is open in X.
Suppose that F (x0) = y0 and F ′(x0) is invertible. There exist open sets V and W containing x0 and y0

respectively such that the restriction of F on V is a bijection onto W with a C1-inverse.

Recall that a bounded linear operator is invertible if its inverse exists and is bounded.

Proof. Without loss of generality take x0, y0 = 0. First we would like to show that there is a unique
solution for the equation F (x) = y for y near 0. We shall use the contraction mapping principle to achieve
our goal. For a fixed y, define the map in U by

T (x) = L−1 (Lx− F (x) + y)

where L = F ′(0). It is clear that any fixed point of T is a solution to F (x) = y. We have

‖T (x)‖ 6 ‖L−1‖ ‖F (x)− Lx− y‖
6 ‖L−1‖ (‖F (x)− Lx‖+ ‖y‖)
6 ‖L−1‖ (◦(‖x‖) + ‖y‖) .

We can find a small ρ0 such that

‖L−1‖ ◦ (‖x‖) ≤ 1

4
‖x‖, ∀x, ‖x‖ ≤ ρ0. (8.4)

Then for for each y in BR(0), ‖L−1‖R ≤ ρ0/2, T maps Bρ0(0) to itself. Moreover, for x1, x2 in Bρ0(0),
we have

‖T (x2)− T (x1)‖ =
∥∥L−1 (F (x2)− Lx2 − y)− L−1 (F (x1)− Lx1 − y)

∥∥
6 ‖L−1 ‖ ‖F (x2)− F (x1)− F ′(0)(x2 − x1)‖

6 ‖L−1‖
∥∥∥∥∫ 1

0

F ′ (x1 + t(x2 − x1)) (x2 − x1)dt− F ′(0)(x2 − x1)

∥∥∥∥ ,
where we have applied Proposition 8.6 (ii) to ϕ(t) = F (x1 + t(x2 − x1)). Since F ′ is continuous in U , by
further restricting ρ0 we may assume

‖F ′(x)− F ′(0)‖ < 1

2 (‖L−1‖+ 1)
, ∀x ∈ Bρ0(0) .

Consequently,

‖T (x2)− T (x1)‖ 6 ‖L−1‖ 1

2(1 + ‖L−1‖)
‖x2 − x1‖

<
1

2
‖x2 − x1‖ .

We have shown that T : Bρ0(0) → Bρ0(0) is a contraction. By the contraction mapping principle, there
is a unique fixed point for T , in other words, for each y in the ball BR(0) there is a unique point x in

Bρ0(0) solving F (x) = y. Defining G : BR(0)→ Bρ0(0) ⊂ X by setting G(y) = x, G is inverse to F .
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Next, we claim that G is continuous. In fact, for G(yi) = xi, i = 1, 2,

‖G(y2)−G(y1)‖ = ‖x2 − x1‖
= ‖T (x2)− T (x1)‖
6 ‖L−1‖ ‖ (◦‖x2 − x1‖+ ‖y2 − y1‖)
≤ ‖L−1‖ ‖ (◦‖x2‖+ ◦‖x1‖+ ‖y2 − y1‖)

≤ 1

2
‖x2 − x1‖+ ‖L−1‖‖y2 − y1‖

=
1

2
‖G(y2)−G(y1)‖+ ‖L−1‖‖y2 − y1‖,

which, by (8.4), implies
‖G(y2)−G(y1)‖ 6 2‖L−1‖‖y2 − y1‖ , (8.5)

that’s, G is continuous on BR(0).

Finally, let’s show that G is a C1-map in BR(0). In fact, for y1, y1 + y in BR(0), using

y = F (G(y1 + y))− F (G(y1))

=

∫ 1

0

F ′(G(y1) + t(G(y1 + y)−G(y1))dt (G(y1 + y)−G(y1)),

we have
G(y1 + y)−G(y1) = F ′−1(G(y1))y +R,

where R is given by

F ′−1(G(y1))

∫ 1

0

(
F ′(G(y1))− F ′(G(y1) + t(G(y1 + y)−G(y1))

)
(G(y1 + y)−G(y1))dt.

As G is continuous and F is C1, we have

G(y1 + y)−G(y1)− F ′−1(G(y1))y = ◦(1)(G(y1 + y)−G(y1))

for small y. Using (8.5), we see that

G(y0 + y)−G(y0)− F ′−1(G(y0))y = ◦(‖y‖) ,

as ‖y‖ → 0. We conclude that G is differentiable with derivative equal to F ′−1(G(y0)). The proof of the
inverse function theorem is completed by taking W = BR(0) and V = F−1(W ).

Remark. Under the setting of Theorem 8.8, what happens if the invertibility of F ′(x0) is replaced
by surjectivity? Well, assume that X is the direct sum of X1 and X2 ≡ kerF ′(x0). Then the following
conclusion holds: There exist V1, V2 and W open subsets of X1, X2 and Y respectively and C1-map
G : W → V1 × V2 such that for each x2 in X2, G(·, x2) is the inverse to F (·, x2).

Next we deduce the implicit function theorem from the inverse function theorem. In fact, these two
theorems are equivalent; in the exercise you are asked to give a self-contained proof of the implicit func-
tion theorem and deduce the inverse function theorem from the implicit function theorem.

Theorem 8.9. Consider C1-map F : U → Z where U is an open set in the Banach spaces X × Y .
Suppose (x0, y0) ∈ U and F (x0, y0) = 0. If Fy(x0, y0) is invertible from Y to Z, then there exist an open
subset U1 × V1 of U containing (x0, y0) and a C1-map ϕ : U1 → V1, ϕ(x0) = y0, such that

F (x, ϕ(x)) = 0 , ∀x ∈ U1 .

Moreover, if ψ is a C1-map from U2, an open set containing x0, to Y satisfying F (x, ψ(x)) = 0 and
ψ(x0) = y0, then ψ equals to ϕ in U1 ∩ U2.
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The notation Fy(x0, y0) stands for the “partial derivative” of F in y, that is, the derivative of F at
y0 while x0 is fixed as a constant.

Proof. Consider Φ : U → X ×N given by

Φ(x, y) = (x, F (x, y)).

By assumption
Φ′(x0, y0)(x, y) = (x, Fy(x0, y0)(x, y))

is invertible from X × Y to X × Z. By the inverse function theorem, there exists some Ψ = (Ψ1,Ψ2) :
U1 ×N1 → U which is inverse to Φ. For every (x, z) ∈ U1 ×N1, we have

Φ(Ψ1(x, z),Ψ2(x, z)) = (x, z),

which immediately implies

Ψ1(x, z) = x, and F ((Ψ1(x, z),Ψ2(x, z)) = z.

In particular, taking z = 0 gives

(x, 0) = Φ(Ψ(x, 0)) = (x, F (x,Ψ2(x, 0)), ∀x ∈ U1,

so the function ϕ(x) ≡ Ψ2(x, 0) satisfies our requirement. The uniqueness assertion can be easily estab-
lished and is left to the reader.

The implicit function theorem is indispensable in analysis. You will encounter many of its applications
as you go along. Here we give a very simple one about the multiplicity of solutions to differential equations.
Consider the boundary value problem {

d2u

dx2
= −λu+ g(u),

u(0) = u(1) = 0,

where λ is a given number and g(y) is a function satisfying g(0) ≡ 0. Clearly the zero function is a
trivial solution of this problem. An interesting question is, could it admit another solution? Taking the
special case g ≡ 0 where the equation can be solved explicitly, we see that it has a nonzero solution if
and only if λ = n2π2, n ∈ N. Indeed, the solutions are given by u(x) = c sinnπx, where c is an arbitrary
nonzero constant. A value at which nontrivial solutions exist arbitrarily near the trivial solution is called
a bifurcation point. In this problem, every number n2π2 is a bifurcation point. In the general case,
the zero function is still a trivial solution. We would like to know which λ is a bifurcation point. To
this end, we take X,Y, and Z respectively to be R, {u ∈ C2[0, 1] : u(0) = u(1) = 0}, and C[0, 1] and
F (λ, u) = u′′ + λu+ g(u). We have F (λ, 0) = 0 and

Fy(λ, 0)v = v′′ + λv + gy(0)v.

Clearly Fy(λ, 0) is invertible if and only if λ is not equal to n2π2− gy(0), n ∈ N. By the implicit function
theorem, there exists an open set containing the zero function which does not contain any additional
solution to the problem. Hence values not equal to n2π2 − gy(0) cannot be bifurcation points. What
happens when λ is equal to n2π2 − gy(0)? This is bifurcation theory. More information is required from
g to obtain a conclusion.

The technique in the proof of the inverse function theorem can be used to establish a nonlinear version
of the open mapping theorem.

Theorem 8.10. Let F be a C1-map from U to Y where U is open in X and X, Y are Banach spaces.
Suppose that F ′(x) maps X onto Y for every x in U . Then F (U) is open in Y .

Lemma 8.11. Let T ∈ B(X,Y ) be surjective where X and Y are Banach spaces. There exists a constant
C such that

inf{‖x− z‖ : z ∈ kerT} ≤ C‖Tx‖, ∀x ∈ X.
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Proof. Consider the quotient Banach space X̃ = X/ kerT under the norm

‖x̃‖ = inf{‖x− z‖ : z ∈ kerT}.

The induced map T̃ : X̃ → Y given by T̃ x̃ = Tx, x ∈ x̃, is a bounded linear operator onto Y . By
Banach inverse mapping theorem T̃ is invertible, that is,

‖x̃‖ ≤ C‖T̃ x̃‖,

and the lemma follows.

Proof of Theorem 8.10. It suffices to show that if F ′(x0)(X) = Y where x0 ∈ U , there exist balls
Bρ(x0) and BR(y0), y0 = F (x0), such that ⊂ BR(y0)F (Bρ(x0)).

With ρ and R both small to be specified, for any fixed y in BR(y0) we define a sequence {xn} in
Bρ/2(x0) as follows. First, find x′n+1 ∈ X such that

Tx′n+1 = Txn − (F (xn)− y), T = F ′(x0).

Of course such point exists as T is onto. As

inf ‖xn − (x′n+1 + z)‖ ≤ C‖Txn − Txn+1‖,

for all z ∈ kerT by the above lemma, we could modify x′n+1 by some element in kerT to get xn+1

satisfying
‖xn+1 − xn‖ ≤ (C + 1)‖Txn − Txn+1‖.

Starting from n = 0, we have

‖xn+1 − xn‖ ≤ (C + 1)‖F (xn)− y‖
= (C + 1)‖F (xn)− F (xn−1)− Txn + Txn−1‖
≤ (C + 1) ◦ (‖xn − xn−1‖).

We can choose a small ρ such that

‖xn+1 − xn‖ ≤
1

2
‖xn − xn−1‖,

as long as {xn} stays in Bρ/2(x0). From the above estimate we have

‖xn+1 − x0‖ ≤
n∑
j=0

1

2j
‖x1 − x0‖ ≤ 2‖y0 − y‖.

By choosing R < ρ/4, for every y ∈ BR(y0), {xn} ⊂ Bρ/2(x0). Moreover,

‖xn − xm‖ ≤
1

2m
‖xn−m − x0‖ ≤

ρ

2m+1
→ 0,

as n > m,m → ∞. By completeness there is some x in Bρ(x0) such that x = limn→∞ xn. From Tx =
limn→∞ Txn = limn→∞ Txn+1 we deduce that x solves F (x) = y. �

Let F : U → Y be differentiable where U is open in X. Its derivative F ′(x) belongs to B(X,Y ). It
is twice differentiable at x if F ′ : U → B(X,Y ) is differentiable at x. The second (Frèchet) derivative at
x, denoted by F ′′(x) or D2F (x), belongs to B(X,B(X,Y )). F is a C2-map if x 7→ F ′′(x) is continuous
from U to B(X,B(x, Y )).

There is a natural way to identify the space B(X,B(X,Y )) with the multi-linear space M2(X,Y )
where X and Y are normed spaces. A map T : X ×X → Y is a bilinear form from X to Y if T (x1, x2)
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is linear in x1 (resp. x2) while x2 (resp. x1) is fixed. All continuous, bilinear maps from X × X to Y
form a vector space M2(X,Y ). For any such map T , define

‖T‖ = sup
x,y
{‖T (x1, x2)‖Y : ‖x1‖X , ‖x2‖X 6 1} .

It is readily checked that (M2(X,Y ), ‖ · ‖) forms a normed space, and it is complete when Y is complete.

Given T ∈ B(X,B(X,Y )), define

T̂ (x1, x2) = T (x1)x2 , x1, x2 ∈ X .

It is routine to verify that T 7−→ T̂ established a norm-preserving isomorphism from B(X,B(X,Y ))
to M2(X,Y ). Under this isomorphism we may identify B(X,B(X,Y )) with M2(X,Y ). It follows that
the second derivative F ′′(x) may be regarded as a bilinear form with value in Y . In fact, the following
proposition shows that it is symmetric.

Proposition 8.12. Let F be a C2-map from U to Y where U is open in X and X, Y are normed spaces.
Then

F ′′(x)(x1, x2) = F ′′(x)(x2, x1) , ∀x ∈ U , x1, x2 ∈ X .

Proof. For x1, x2 ∈ U and ε1, ε2 small, x+ ε1x1 + ε2x2 ∈ U . Consider the C2-function ϕ given by

ϕ(ε1, ε2) = Λ (F (x+ ε1x1 + ε2x2))

where Λ is in Y ′. By the chain rule,

∂ϕ

∂ε1
= ΛF ′(x+ ε1x1 + ε2x2)x1 ,

and
∂ϕ

∂ε2
= ΛF ′(x+ ε1x1 + ε2x2)x2 ,

So, at (ε1, ε2) = (0, 0),

∂2ϕ

∂ε2∂ε1
= ΛF ′′(x+ ε1x1 + ε2x2)(x1, x2)

= ΛF ′′(x)(x1, x2)

∂2ϕ

∂ε1∂ε2
= ΛF ′′(x)(x2, x1) .

The desired result follows from the relation ∂2ϕ/∂ε2∂ε1 = ∂2ϕ/∂ε1∂ε2.

Similarly one can define the m-th derivative of F and identify it with an m-linear function. Same as
in this proposition, F (m)(x)(x1, · · · , xm) is symmetric in (x1, · · · , xm) when F is a Cm-map. With this
preparation the reader may formulate and prove a version of Taylor’s expansion theorem in the infinite
dimensional setting.

8.3 Minimization Problems

One remarkable application of calculus is to the determination of the extremum of a function. For a
differentiable function f defined on (a, b), its extremal point must be a critical point and all critical
points can be found by solving the equation f ′(x) = 0. Thus the problem of finding extremal points
reduces to a much simpler problem. Of course, a critical point may not be an extremal point, as seen in
the example f(x) = x3 at x = 0. However, in many cases critical points of a function are very few and
one can determine which one is minimum or maximum by simply comparing their values.
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In the infinite dimensional setting the situation is similar and in fact even more powerful. To be
specified consider the functional J : U → R where U is an open set in the normed space X. A point x0 in
U is called a critical point of J if J ′ exists at x0 and J ′(x0) = 0. Just as in the finite dimensional case, a
point x0 is called a local minimum (resp. local maximum) of J if J(x0) 6 J(x) (resp. J(x0) > J(x)) for
all x in a neighborhood of x0, and a strict local minimum or (resp. strict local maximum) if the inequality
is strict when x is not equal to x0.

Proposition 8.13. Let U be an open set in the normed space X and J : U → R. (a) Let x0 be a local
minimum or maximum of J in U . Then x0 is a critical point of J if J is differentiable at x0.

(b) When J is twice differentiable near the local minimum/maximum x0, J ′′((x0)x, x) ≥ 0 (resp. ≤ 0)
for all x in X. Moreover, it is a strict local minimum or maximum if the inequality is strict when x is
not equal to 0.

Proof. For (a), let x0 be a local minimum of J . By the definition of differentiability,

J(x) = J(x0) + J ′(x0)(x− x0) + o(‖x− x0‖) , as x→ x0 .

Setting x− x0 = εz, ‖z‖ = 1, and letting ε→ 0 in the above expression,

0 6 lim
ε→0

J(x0 + εz)− J(x0)

ε
= J ′(x0)z.

Replacing z by −z we obtain the reversed inequality, hence J ′(x0) = 0.

On the other hand, (b) follows immediately from Taylor’s expansion,

J(x) = J(x0) +
1

2
(J ′′(x0)(x− x0), x− x0) + o(‖x− x0‖2).

Here let’s consider an example. Let u be a continuous function defined on the unit interval [0, 1]. The
graph {(x, u(x)) : x ∈ [0, 1]} is a curve in the plane. From calculus we know that its length is given by
the formula

L(u) =

∫ 1

0

√
1 + u2

x dx.

We consider the problem of finding the shortest curve which is in the form of a graph and with ends
resting at (0, 0) and (1, 1). To set up the problem we let X = {u ∈ C1[0, 1] : u(0) = 0, u(1) = 1},
Y = {u ∈ C1[0, 1] : u(0) = u(1) = 0} and define M(u) = L(u + x) on the Banach space Y (under the
C1-norm). It is easy to verify that M is differentiable in Y . Indeed, its derivative is given by

M ′(u)ϕ =

∫ 1

0

(ux + 1)ϕx√
1 + (ux + 1)2

dx,

for every ϕ in Y . According to the above proposition, if there is a function w in X minimizing the length,
it must satisfy the equation ∫ 1

0

wxϕx√
1 + w2

x

dx = 0,

for all ϕ in Y . Using the lemma below, we conclude that wx/
√

1 + w2
x must be a constant. Solving this

differential equation with the boundary conditions w(0) = 0 and w(1) = 1, we see that it is given by
w(x) = x. We have shown that if there is a function in X minimizing the length, then it must be the
linear function connecting (0, 0) and (1, 1). We caution the reader that we did not solve the problem; the
existence of a minimum has yet to be established. But we know what it looks like if it exists.
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Lemma 8.14. Let f be a continuous function which satisfies∫ 1

0

f(x)ϕx(x)dx = 0, ∀ϕ ∈ Y.

Then f is a constant.

The reader may prove this lemma as an exercise.

Very often we encounter extremal problems with constraints where the Lagrange multipliers come up.
The following result justifies their presence by the implicit function theorem.

Proposition 8.15. Let J, L : U → R be C1 where U is open in the Banach space X. Suppose that

J(x0) 6 J(x),

for all x ∈ U satisfying
L(x) = 0.

Assume that L′(x0) does not vanish identically. Then there exists some λ ∈ R such that

J ′(x0) + λL′(x0) = 0 in X ′ .

Proof. By assumption L′(x0)z0 6= 0 for some z0 in X. Consider the function Φ(s, t) = L(x0 + sx + tz0)
where x is a given point in X. It is well-defined for sufficiently small s and t and satisfies Φ(0, 0) = 0. As

∂Φ

∂t
= L′(x0)z0 6= 0 at (0, 0) ,

by the implicit function theorem there exists η(s), s ∈ (−ε0, ε0), ε0 small, such that

Φ
(
s, η(s)

)
= 0.

Differentiating this relation gives
L′(x0)x+ L′(x0)η′(0)z0 = 0,

that is,

η′(0) = − L′(x0)x

L′(x0)z0
.

As x0 + sx+ η(s)z0 lies on the constraint set,

s 7−→ J
(
x0 + sx+ η(s)z0

)
is minimized at s = 0, so

0 = J ′(x0)x+ J ′(x0)η′(0)z0 ,

or
J ′(x0)x+ λL′(x0)x = 0 ,

where

λ = −J
′(x0)z0

L′(x0)z0
.

Constrained optimization problems are very common. Let’s consider an isoperimetric problem. Adopt-
ing the notation in the previous example, we look at the following problem:

inf{L(u) : A(u) = α > 0, u ∈ Y },
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where the area functional A is given by

A(u) =

∫ 1

0

|u(x)|dx.

Assume that w is a minimum of this problem which is positive in (0, 1). Then L and A are differentiable
at w. Since A′(w)w > 0, by Proposition 8.15 there is a constant λ such that L′(w) + λA′(w) = 0. So w
satisfies ∫ 1

0

( wxϕx√
1 + w2

x

+ λϕ
)

= 0.

To proceed further, let us assume that w is in C2[0, 1]. By integration by parts and using the abundance
of ϕ, we have the following second order differential equation for the minimum,

d

dx

wx

(1 + w2
x)

1
2

=
wxx

(1 + w2
x)

3
2

= λ,

where the Lagrange multiplier λ is nonzero due to the area constraint. Observing that

d

dx

1√
1 + w2

x

=
wxx

(1 + w2
x)3/2

,

we integrate this equation to obtain

w(x) =
1

λ

[
c−

√
1− (λx+ d)2

]
,

for some constants c and d. This formula can be put into the form(
w − c

λ

)2

+
(
x+

d

λ

)2

=
1

λ
,

and from the boundary conditions we further infer d/λ = −1/2. Therefore, the graph of the minimum w
is a circular arc connecting (0, 0) and (1, 0) with its center lying on the lower vertical line x = 1/2, w ≤ 0.
From the area constraint it exists if and only if A ∈ (0, π/8).

Any discussion on minimization problems cannot be called complete without touching the issue of
existence of the minimum, although the consideration in the previous paragraphs has already provided
efficient and practical ways to determine them. No matter have you known it or not, the following
statement from calculus is easy to understand. Let J be a functional defined in E, a closed set in some
Euclidean space. Assume that it is continuous and coercive. Then the problem inf{J(x) : x ∈ E} has a
solution. Here a functional J is coercive in a subset of a normed space if J(x) tends to ∞ whenever ‖x‖
tends to ∞. A continuous functional is always coercive when the subset is bounded. The proof of this
assertion is a simple application of Bolzano-Weierstrass theorem.

In infinite dimensional settings, compactness is lost and from past experience we know that it is
necessary to turn to weak topology. We call a functional J defined in a subset E of some normed space
weakly sequentially continuous if J(xn) → J(x) whenever {xn} tends to x weakly in E. It is weakly
sequentially lower semicontinuous if

lim inf
n→∞

J(xn) ≥ J(x),

whenever {xn} tends to x weakly in E.

Theorem 8.16. Let E be a weakly sequentially closed set in the reflexive space X and J a weakly
sequentially lower semicontinuous function defined in E. Suppose that it is also coercive. Then there is
some x∗ in E satisfying

J(x∗) ≤ J(x), ∀x ∈ E.
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Proof. Fix some x0 in E and consider the functional J in the closed set E1 = {x ∈ E : J(x) ≤ J(x0)}.
Coercivity implies that any minimizing sequence of inf{J(x) : x ∈ E1} = inf{J(x) : x ∈ E} is bounded
in norm. By sequentially weak compactness, we can extract a subsequence {xnj} which converges weakly
to some x∗ in E1, noting that E1 is weakly sequentially closed. By weakly sequential lower semicontinuity,

J(x∗) ≤ lim inf
j→∞

J(xnj ) = inf
E
J,

so x∗ achieves the minimal value of J over E.

The whole space is of course weakly sequentially closed. The following proposition, which is contained
in Corollary 7.3, provides many easily verified examples.

Proposition 8.17. Any bounded, closed, convex subset of a reflexive Banach space is weakly sequentially
compact.

Concerning weakly sequentially lower semicontinuous functions we have

Proposition 8.18. Let C be a convex subset of the normed space X. Suppose that a function J defined
in C can be written as J1 + J2 where J1 is convex and J2 is weakly sequentially continuous. Then J is
weakly sequentially lower semicontinuous.

Proof. It suffices to prove the proposition assuming that F is convex. For any two points x and y in C,
the function ϕ(s) = J((1− s)x+ sy) is convex on [0, 1]. From

ϕ(1)− ϕ(0) =

∫ 1

0

ϕ′(s)ds ≥ ϕ′(0),

we obtain
J(y)− J(x) ≥ J ′(x)(y − x).

Plugging y = xn where {xn} tends to x weakly in this inequality, we immediately have

lim
n→∞

J(xn)− J(x) ≥ lim
n→∞

J ′(x)(xn − x) = 0.

We conclude by applying a variational approach to the Dirichlet problem (8.2). In Section 1 we solved
it by Schauder fixed point theorem. We would like to find the solution as a minimum of a functional on
a suitable space.

To this end, define

E(u) =
1

2

∫ 1

0

u2
x(x)dx+

∫ 1

0

F (x, u(x)) dx,

where F is given by

F (x, z) =

∫ z

0

f(x, s)ds.

Formally its derivative is given by

E′(u)ϕ =

∫ 1

0

ux(x)ϕx(x)dx+

∫ 1

0

f(x, u(x))ϕ(x) dx,

for all ϕ vanishing at endpoints. When u is critical, E′(u) = 0, we have

0 =

∫ 1

0

(
uxϕx + f(x, u)ϕ

)
dx = 0.

Assuming that u is C2, an integration by parts shows that u solves our problem.
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Consider the space X = {u ∈ C1[a, b] : u(a) = u(b) = 0}. We have seen that this space is complete
under the C1-norm. But now, in order to apply Theorem 8.16, we consider it under the weaker norm

‖u‖a = ‖ux‖2 + ‖u‖2.

It is straightforward to verify that ‖ · ‖a forms a norm.

Proposition 8.19. Let u ∈ X. We have

(a)

‖u‖∞ ≤
( ∫

u2
x

) 1
2 ,

and

(b) ∫
u2 ≤

∫
u2
x;

We leave the proof of this proposition to you. Note that (a) shows that every element in X can be
identified with a continuous function and (b) shows that the norm ‖ · ‖a is equivalent to

‖u‖b =

√∫
u2
x.

Let X be the completion of X under ‖ · ‖a. Write E = E1 + E2 where

E1(u) =
1

2

∫
u2
x,

and

E2(u) =

∫
F (x, u).

Clearly E1, E2 and consequently E, extend to X and we will use the same notations to denote their
extensions. In the following we will verify that they fulfill the hypotheses in Proposition 8.18. We will do
this assuming the points are in X. A straightforward approximation argument will show that they hold
in X as well. Claim: E1 is convex. For, E1 is convex if and only if the function h(s) = E1((1− s)u+ sv)
is convex for any u, v in X. And we have

h′′(s) =

∫
(u2
x − 2uxvx + v2

x) ≥ 0

by Cauchy-Schwarz inequality. Next, E2 is weakly sequentially continuous. Suppose on the contrary that
while {un} weakly converges to some w in X, E2(un) does not converge to E2(w). From the estimate

|un(y)− un(x)| ≤
∣∣ ∫ y

x

unx(z)dz
∣∣ ≤ |y − x| 12 ‖un‖b,

and the fact that weakly sequential convergence implies boundedness in norm, we see that {un} is
equicontinuous. It is also uniformly bounded by Proposition 8.19 (a). By Ascoli-Arzela theorem, {un}
sub-converges to w uniformly. Since F is uniformly continuous in (x, z), E2(un) tends to E2(w), contra-
diction holds.

According to Proposition 8.18, E is weakly sequentially lower semicontinuous. In order to apply
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Theorem 8.16, it remains to verify that E is coercive. Using (8.3) we have

E(u) =
1

2

∫
u2
x −

∫
F (x, u)

≥ 1

2

∫
u2
x − C1

∫
(|u|+ |u|

γ+1

γ + 1
)

≥ 1

2

∫
u2
x − C1

(∫
u2
) 1

2 − C1

γ + 1

( ∫
u2
) γ+1

2

≥ 1

2

∫
u2
x − C1

(∫
u2
x

) 1
2 − C1

γ + 1

( ∫
u2
x

) γ+1
2

As γ ∈ (0, 1), it is clear from this estimate that E(u) tends to ∞ as ‖u‖b becomes unbounded. Hence E
is coercive.

Applying Theorem 8.16 we have the following result.

Proposition 8.20. Under (8.3), the minimization problem

inf{E(u) : u ∈ X}

has a minimum. It is a solution to (8.2) provided it is in C2[a, b].

Although it is possible to show that the minimum is really C2, we will not do it here. Since Hilbert
posed the regularity of solutions to variational problems as one of his famous problems in mathematics
in 1900, there have been great advances on this topic. We will not step into this highly developed area in
these notes but refer the interested reader to Folland’s book for a taste. An advantage of the variational
approach is that more information concerning the solution can be obtained. For instance, since the
solution is a minimum, we have the inequality E′′(u)(ϕ,ϕ) ≥ 0, that is,∫ (

ϕ2
x − fz(x, u)ϕ2

)
≥ 0,

for every ϕ in X, of course, provided f is differentiable in its second component.


